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# Pharyngeal Airflow Analysis in Obstructive Sleep Apnea Patients Pre- and Post-Maxillomandibular Advancement Surgery 


#### Abstract

The purpose of this study was to evaluate pharyngeal airflow in obstructive sleep apnea (OSA) patients following maxillomandibular advancement (MMA) surgery using computational fluid dynamics (CFD). Computerized models of four OSA patients, pre- and postsurgery, were created using cone beam computed tomography scans. CFD was used to model airflow at inspiration rates of $340 \mathrm{ml} / \mathrm{s}, 400 \mathrm{ml} / \mathrm{s}$, and $460 \mathrm{ml} / \mathrm{s}$. The relative pressure, eddy viscosity coefficient, and total area-averaged pressure drops were selected for comparison. Results show a decrease in airway resistance of over $90 \%$ for three out of four patients. In these three patients, the MMA surgery reduced the constriction along the airway, which resulted in reduced drag and therefore reduced pressure drop required to move a constant volumetric flow between pre- and postsurgery models. CFD analyses on airways of OSA patients provide data that suggest an improvement in airflow following MMA surgery with less effort required for maintaining constant flow.


[DOI: 10.1115/1.3192137]

## 1 Introduction

It is estimated that obstructive sleep apnea affects $2 \%$ of middle aged women and $4 \%$ of middle aged men in the United States [1]. Sequelae for this condition include a disturbance of normal sleep patterns, excessive daytime sleepiness, cognitive dysfunction, headaches, systemic hypertension, dysrhythmias, depression, stroke, and angina $[2,3]$. Risk factors for obstructive sleep apnea include smoking [4], obesity [5], excessive alcohol consumption [4], respiratory depressing drugs [2], nasal congestion, snoring, and increased neck circumference [6].

Anatomically, when compared with normal patients, apneic patients have a large and/or retropositioned tongue, an elongated soft palate, enlarged pharyngeal tonsils, large parapharyngeal fat pads, retrognathic maxilla and/or mandible, short anterior cranial bases, long anterior facial heights, inferiorly placed hyoid bones, narrow posterior airway spaces, or narrow lateral pharyngeal spaces [2,7-15]. In obstructive sleep apnea patients, the balance of constricting factors (i.e., negative inspirational pressure, collapsing soft tissues, and retropositioned structures) outweigh the dilating factors (i.e., dilating forces of the pharyngeal musculature and increased tone in pharyngeal structures), thus, resulting in increased upper airway resistance [7]. A problem however is that the sites of airway collapse and constriction are not identical in all patients, while some may have multiple sites of obstruction [16].

Treatment modalities for obstructive sleep apnea include nonsurgical and surgical treatments. A treatment that has been increasing in popularity is maxillomandibular advancement surgery (MMA). Maxillomandibular advancement surgery has traditionally been considered a Phase II surgical treatment, which is used when Phase I treatments have been unsuccessful [17]. However, in patients who are diagnosed with obstructions at multiple levels along the airway or those with craniofacial anomalies, MMA surgery has been recommended as the first surgical option rather than other Phase I treatments [2,7,17-20].

[^1]Recent studies using three-dimensional (3D) imaging have evaluated the effects of MMA surgery on pharyngeal airway volume. Fairburn et al. [21] used helical CT scans to evaluate 3D changes in the upper airways of obstructive apnea patients following MMA surgery. Their results showed that there was a significant increase in the lateral and anteroposterior dimensions of the airway at all levels that measurements were taken at. In a study done by Burgess [22] evaluating airway volumetric changes following MMA surgery using cone beam computed tomography (CBCT), she observed that there was a significant change in airway volume in the long term following MMA surgery.

While these studies show that there is an increase in airway volume following MMA surgery, there are few studies showing how this change in volume affects airflow through the airway. A reason for this is that studying airflow in the airway can be very invasive. As a result, airflow studies have been accomplished using indirect methods to evaluate the airflow. Methods such as anemometry, particle image velocimetry (PIV), and computational fluid dynamics (CFD) have been used to simulate real life airflows. Although each method has its advantages and disadvantages, the use of CFD is becoming more prominent because it can allow more detailed and comprehensive information to be obtained when compared with the other methods.

Sung et al. [23] suggested that the major contributor to the pathophysiology of obstructive sleep apnea is the reduced crosssectional area of the velopharyngeal (retropalatal) area. In their study, they simulated the upper airway of a patient with obstructive sleep apnea using CFD. Their results showed that the maximum airflow velocity and maximum negative pressure occurred within the velopharyngeal area meaning that this was the most constricted and, thus, flow limiting area of the airway in that patient.

Shome et al. [24] performed numerical modeling of an anatomically accurate model of the human pharynx using CFD. In their study, they examined the effects of cross-sectional area of the airway on the relative pressure drop within the airway in response to different treatments for obstructive sleep apnea. In response to mandibular advancement, Shome et al. found that there was a decrease in the relative pressure in relation to the increase in cross-sectional area of the airway. While this study shows that air
pressure in the airway is affected by surgical treatment, it does not show how air velocity is affected. There are limited studies showing the effects of MMA surgery on airflow through the airway in terms of air velocity and pressure changes.

The purpose of the study is to evaluate the pharyngeal airflow of obstructive apnea patients who have undergone MMA surgery. Computational fluid dynamics methods will be used to evaluate both air velocity and pressure changes in these patients following surgery.
1.1 Current Study. Previous studies have shown the ability of CFD in analyzing airflows through the upper airways of patients with or without obstructions [23-34]. However, most of the studies were based on one single model and few showed the effects of treatment on airflow post-treatment. Some studies used simplified nonanatomically correct airway models in their CFD analysis instead of anatomically correct models [30,31]. On the other hand, some studies used anatomically correct anatomy, but did not use a turbulence model to model their airflow [35].

In the present study, pharyngeal airflow in patients with obstructive sleep apnea is shown before and after treatment with maxillomandibular advancement surgery. Using cross-sectional CT scans to construct the airway models ensure that the models are anatomically correct. The RNG $k-\epsilon$ turbulence model is also used to simulate turbulence due to the higher Reynolds numbers occurring in the airways.

## 2 Computational Models

Sections 2.1 and 2.2 detail the method used to create and analyze CFD models starting from CBCT scans.
2.1 Sample and Imaging. Records of four patients who have undergone combined orthodontic treatment and MMA surgery were selected. The sample was comprised of one female and three males. The mean age was 40.0 years. The inclusion criteria for these patients included having a history of obstructive sleep apnea, being treated with a combination of orthodontic treatment and orthognathic surgery, had MMA surgery, and had presurgical CBCT scans taken within a week prior to surgery $\left(T_{0}\right)$ and a scan at least a minimum of 7 weeks following surgery $\left(T_{1}\right)$. The exclusion criteria were patients with craniofacial syndromes and patients who had surgical expansion of their upper jaws. All surgeries were performed by one of two oral surgeons utilizing similar surgical techniques. For the mandibular advancement surgeries, a bilateral sagittal split osteotomy technique was utilized. A nonsegmental Le Fort I osteotomy was utilized for the maxillary advancements. Bone grafts were placed in areas where large surgical movements were performed and rigid fixation was used to fixate both jaws. Prior to fixation, the mandibular condyles were seated in centric relation in all patients.

The CBCT scans of the patients were performed using the same i-CAT CBCT machine at both pre- and postsurgical time points. The field of view used was $23 \times 19 \mathrm{~cm}^{2}$. The voxel size of the CBCT scans taken was 0.4 mm . All scans were taken with the condyles seated in centric relation. V-WORKS 3D software and DOLPHIN 3D were used view and analyze the CBCT scans.

The amount of surgical movement in the anteroposterior (AP) direction was determined using the pre- and postsurgical CBCT scans. The head position was oriented with Frankfort Horizontal parallel to the horizontal plane ( $x$-axis). The facial midline was then centered on the vertical plane (z-axis). A plane perpendicular to Frankfort Horizontal, passing through nasion, was created to represent the $y$-axis. These three planes are displayed in Fig. 1. Four skeletal landmarks (basion, nasion, point A, and point B) were identified along the $z$-axis plane; these are shown in Fig. 2. The AP surgical movement was calculated using the $z$-axis coordinate for each jaw. Basion was used as a reference point to evaluate the reliability of the position of the other landmarks. The rela-


Fig. 1 3D skull depicting $X, Y$, and $Z$ axes
tive positions of points A and B in relation to nasion were recorded to determine the amount of advancement for the upper and lower jaw, respectively.

The scanned images were imported into v-WORKS to generate the volumetric image of the scanned region. Once the volumetric image was produced, the area of interest could be isolated. The superior border was defined as the scan that corresponded with a horizontal line drawn through PNS. The inferior border was defined as the scan that corresponded with a horizontal line drawn tangent to the lowest point on the third cervical vertebra. Typical border positions are shown in Fig. 3.
2.2 3D Model and CFD. Using v-works, the scan corresponding with the most superior border of the area of interest was saved as a picture file for future processing. Using a slice thickness of 1.2 mm , successive scans were saved as picture files until the most inferior border of the area of interest was reached. Once these picture files were obtained, they were imported into IMAGEJ for further processing. Here, airway slice coordinate sets were generated by clicking on the outline of the airway, as can be seen in Fig. 4. The coordinate sets were then used to create slices of the airway in a solid modeling program, PRO/ENGINEER. The slices were then blended together at distances of 1.2 mm apart to form the three-dimensional airway, as seen in Fig. 5. Next, a box was created around the joined slices to produce a hollowed out tunnel in the shape of the airway. The box was then exported as an stl file for input into the geometry cleanup software and CFD program, CADTHRU and SC/TETRA, respectively. SC/TETRA is a finite volume flow solver based on the SIMPLEC method [36] and MUSCL [37] differentiation technique for solving the Navier-Stokes equations. SC/TETRA employs an unstructured tetrahedral mesh [38] and contains all pre- and postprocessing required for CFD analysis. Typical screenshots from the geometry cleanup process are shown in Fig. 6. After appropriate geometry cleaning, the model was exported into the CFD software to configure the simulation.

A grid convergence test was done to determine an appropriate grid size for the mesh models. Grid convergence was determined when a number of velocity profiles at various locations along the airway showed minimal difference after further grid refinement. The resulting grid size input into the simulation was based on an octree size of 0.5 mm . The final mesh models of the airway had


Fig. 2 Landmarks used to determine surgical movement
between 118,878 and 319,193 tetrahedral elements depending on the size of the airways; a typical model is shown in Fig. 7. The surface mesh $h$-ratio, which is the ratio of radii of the inscribed circle and the circumscribed circle of a surface mesh triangle, was


Fig. 3 Typical superior and inferior borders of pharyngeal airway
between 0.43 and 0.46 for all models. This $h$-ratio describes the quality of surface triangulation, with the best $h$-ratio equal to 0.5 for an equilateral triangle. The tetrahedral volume mesh quality is similarly described by its $h$-ratio, which is the ratio of radii of the inscribed sphere and the circumscribed sphere of a tetrahedral element. The tetrahedral $h$-ratio was between 0.26 and 0.27 for all models in this study, where a value of 0.333 is the best possible $h$-ratio. These numbers indicate the meshes used for the simulations described herein are of high quality.

In order to model turbulent flow within the pharyngeal airway, the RNG $k-\epsilon$ turbulence model was used, as suggested by Sung et al. [23] for simulations on similar geometries. Therefore, no other turbulence closure models were compared. The inlet boundary velocity was set as uniform and was determined for each model to


Fig. 4 Outline of airway using imAGEJ


Fig. 5 Pro/engineer model of the airway
correspond with the volumetric flow rates of $340 \mathrm{ml} / \mathrm{s}, 400 \mathrm{ml} / \mathrm{s}$, and $460 \mathrm{ml} / \mathrm{s}$ using the equation $Q=A V$. The inlet areas, $A$, were computed from the solid modeling program. The outlet boundary was set to a static pressure of 0 Pa for incompressible flow. A no slip condition was set for the walls of the airway, which were also assumed to be rigid and noncompliant. The simulations were performed on a PC with an AMD Athlon ${ }^{\text {TM } 64 ~ X 2 ~ D u a l ~ C o r e ~ P r o c e s-~}$ sor $6400+(3.21 \mathrm{GHz})$ with 8 GB of RAM. Typical simulation times were between 5 min and 8 min .

## 3 Results

The quantity of maxillary and mandibular surgical advancement is shown in Table 1 for all patients. Maxillary advancement refers to the change in point A between pre- and postsurgery, while mandibular advancement refers to the change in point $B$ between pre- and postsurgery. Of particular note is the minimal amount of advancement for patient 3 as compared with the other patients. As described herein, postsurgery patient 3 behaves differently than the other patients, and this small amount of advancement is believed to be one of the causes for the differences.

Figure 8 shows the change in hydraulic diameter across the airway for all four patients. The hydraulic diameter is a measure of the effective flow area at each location, and is defined as $D$ $=4 A / P$, where $A$ is the cross-sectional area and $P$ is the perimeter [24]. This figure again shows how patient 3 results are unlike the


Fig. 7 3D mesh model showing tetrahedral elements
others, where the MMA surgery creates more constriction in several locations of the airway by reducing the effective flow area, represented here by the negative change in hydraulic diameter. The other three patients experience an increase in hydraulic diameter throughout the airway. The authors suspect the local decreases in hydraulic diameter for patient 3 are the primary reason for the difference in flow behavior when compared with the other patients.

The Reynolds number is a dimensionless number used to characterize different types of fluid flow as laminar, transitional, or turbulent. For laminar flows, the Reynolds number is $<2000$, while turbulent flows have a Reynolds number $>4000$; in between those two ranges lies the transitional phase of fluid flow [39]. The equation used to calculate the Reynolds number is $\operatorname{Re}=\rho V D / \mu$, where $\rho$ is the density of air $=1.2 \mathrm{~kg} / \mathrm{m}^{3}, V$ is the mean fluid velocity, $D$ is the hydraulic diameter, and $\mu$ is the fluid viscosity $=1.8 \times 10^{-5} \mathrm{~N} \mathrm{~s} / \mathrm{m}^{2}$. The volumetric flow rate, $Q$, is equal to $Q=A V$, where $A$ is the cross-sectional area and $V$ is the mean fluid velocity [40]. Substituting these quantities transforms the Reynolds number equation into $\operatorname{Re}=4 \rho Q / P \mu$. This equation for the Reynolds number illustrates how for a constant volumetric flow rate, the flow can become more laminar in nature due to increasing the perimeter of a cross section in the airway, as done with the advancement surgeries. Figures 9-12 show the variation in Reynolds number throughout the pharyngeal airways for each patient at $T_{0}$ (presurgery) and $T_{1}$ (postsurgery) for all three flow rates. The Reynolds numbers observed for all patients at $T_{0}$ showed there were significant areas of reduced perimeter, or


Fig. 6 Typical CADTHRU models used for geometry cleanup. (a) Model after importing into cadthru. (b) Model with some surfaces removed in cleanup process.

Table 1 Quantity of surgical advancement (mm)

|  | Pt 1 | Pt 2 | Pt 3 | Pt 4 | Mean |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Maxillary | 6.1 | 4.6 | 3.3 | 2.0 | 4.0 |
| Mandibular | 5.8 | 8.5 | 5.3 | 11.3 | 7.7 |

stenosis, along the airway, noted by peaks in the Re plots. For patients 1,2 , and 4, the Reynolds numbers increased over 2000 in the areas of stenosis, meaning the laminar flow was changing over to turbulent flow. Patient 3 also showed smaller margin increases in Reynolds number in stenotic areas but the values did not go above 2000. Thus, airflow in this patient was predominantly laminar in nature. As the airflow was increased, there was a corresponding increase in Reynolds number. This was expected as a


Fig. 8 Change in hydraulic diameter along pharyngeal airway


Fig. 9 Reynolds number along pharyngeal airway of patient 1


Fig. 10 Reynolds number along pharyngeal airway of patient 2
larger volume of air is trying to pass through a confined space. In general, an increase in Re signifies more turbulent energy, but again patient 3 Reynolds numbers did not change appreciably like the others. Comparing pre- and postsurgery Reynolds numbers show how the advancement surgeries remove stenotic sections of the airway. Following surgery, the Reynolds numbers decreased for all patients due to the increase in perimeter. As a result, the airflow postsurgically tends to be more laminar in nature. In tur-
bulent flow, there is increased mass and energy transfer normal to the surface the airflow is passing over. As a result, the surface friction is increased as turbulence increases. Thus, if turbulence is decreased (Reynolds number is lowered), the respiratory force needed to breathe is also decreased because of the reduction in friction caused by turbulence [41]. As the perimeter was increased along with the hydraulic diameter after the surgery, the driving force necessary to respire decreases. The increase in hydraulic


Fig. 11 Reynolds number along pharyngeal airway of patient 3


Fig. 12 Reynolds number along pharyngeal airway of patient 4
diameter opens up constricted areas and reduces the pressure drag forces, while the increase in perimeter lowers the Reynolds number, thus reducing the turbulence and resulting skin friction drag.

Figures $9-12$ show how patients 1 and 4 behave similarly, while there are significant differences in Reynolds number behavior between 1,2 , and 3 . The effects of Reynolds number changes between patients 1 and 2 are also similar; therefore, in the interest of remaining concise, no additional figures from patients 1 or 4 will be presented as results are qualitatively similar to patient 2 . It should also be noted that quantitative comparisons drawn in this paper are between pre- and postsurgery behaviors for a single patient, and only qualitative comparisons are drawn between different patients. Therefore, figure scales and colorbars are identical for pre- and postsurgery results for a single patient and are not the same across patients; they were selected in order to illustrate the differences between $T_{0}$ and $T_{1}$.

As mentioned earlier, two mechanisms act to reduce the pressure force required to drive a constant volumetric flow through the airway-an increase in hydraulic diameter to reduce pressure drag, and an increase in perimeter to decrease the Reynolds number and thereby decreasing the skin friction drag. Figure 13 shows the eddy viscosity coefficient with streaklines along the midsagittal plane for a typical patient having stenotic regions in the passage and illustrates why this is true. The eddy viscosity coefficient was selected for comparison herein since it contains effects of both turbulent production and turbulent diffusion. The eddy viscosity coefficient rises in regions with increased turbulence, seen near the right wall in the figure. Increased swirling motions indicated by the streaklines are also seen in the turbulent regions. Thus, some of the kinetic energy is no longer in the direction of flow, and its interaction with the bulk fluid movement dissipates some of its energy, thereby requiring more pressure force to drive the volume of fluid through the passage. This deviation from laminar flow can also result in increased shear stresses on the walls of the airway.

Contours presenting the eddy viscosity coefficient along the midsagittal plane for $T_{0}$ and $T_{1}$ are presented in Figs. 14-17 for patients 2 and 3 at all flow rates. Higher values for the eddy
viscosity coefficient were found in areas of stenosis, as well as along the anterior and posterior walls of the airway. Figure 14 shows how increasing the flow rate causes a corresponding increase in eddy viscosity, as the faster freestream supplies more energy into the turbulence process. This trend is true for all patients at $T_{0}$ and $T_{1}$, and regions near the walls show more of an


Fig. 13 Eddy viscosity coefficient contour with streaklines
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Fig. 14 Contour of eddy viscosity coefficient for patient 2 along midsagittal plane at $T_{0}$. Three flow rates shown: (a) 340 $\mathrm{ml} / \mathrm{s}$, (b) $400 \mathrm{ml} / \mathrm{s}$, and (c) $460 \mathrm{ml} / \mathrm{s}$.
increase in turbulent activity than regions near the middle of the passage. Comparing Fig. 14 to Fig. 15 shows how the advancement surgery decreases the turbulence near the walls and out into the passage, which agrees well with the decreases in Reynolds number as presented earlier; similar trends are seen with patients 1 and 4 . Patient 3 , however, shows only minimal difference in eddy viscosity between $T_{0}$ and $T_{1}$, as seen in Figs. 16 and 17, respectively. Only the middle of the passage changes appreciably, with higher turbulence remaining near the walls. As will be seen later, the changes in hydraulic diameter and perimeter due to the surgery and the resulting decrease in passage turbulence seen here actually requires an increase in total pressure to drive the volume


Fig. 15 Contour of eddy viscosity coefficient for patient 2 along midsagittal plane at $T_{1}$. Three flow rates shown: (a) 340 $\mathrm{ml} / \mathrm{s}$, (b) $400 \mathrm{ml} / \mathrm{s}$, and (c) $460 \mathrm{ml} / \mathrm{s}$.


Fig. 16 Contour of eddy viscosity coefficient for patient 3 along midsagittal plane at $T_{0}$. Three flow rates shown: (a) 340 $\mathrm{ml} / \mathrm{s}$, (b) $400 \mathrm{ml} / \mathrm{s}$, and (c) $460 \mathrm{ml} / \mathrm{s}$.


Fig. 17 Contour of eddy viscosity coefficient for patient 3 along midsagittal plane at $T_{1}$. Three flow rates shown: (a) 340 $\mathrm{ml} / \mathrm{s}$, (b) $400 \mathrm{ml} / \mathrm{s}$, and (c) $460 \mathrm{ml} / \mathrm{s}$.




Fig. 18 Contour of relative pressure ( Pa ) for patient 2 along midsagittal plane at $T_{0}$. Three airflow speeds shown: (a) 340 $\mathrm{ml} / \mathrm{s}$, (b) $400 \mathrm{ml} / \mathrm{s}$, and (c) $460 \mathrm{ml} / \mathrm{s}$.
of fluid through the passage. Hence, lowering turbulence is not the only factor to consider when deciding if the surgery was effective or not.

Contours presenting the relative pressure along the midsagittal plane for $T_{0}$ and $T_{1}$ are presented in Figs. 18-21 for patients 2 and 3 at all flow rates. As expected, all patients experience an increase in relative pressure with an increase in flow rate because a greater driving force is required to move more air through the same passage. Figure 18 for patient 2 at $T_{0}$ shows how areas of stenosis not only increase turbulence, but also decrease the local pressure. This is due to conservation of mass; since the flow rate $Q=V A$ must be


Fig. 19 Contour of relative pressure ( Pa ) for patient 2 along midsagittal plane at $T_{1}$. Three airflow speeds shown: (a) 340 $\mathrm{ml} / \mathrm{s}$, (b) $400 \mathrm{ml} / \mathrm{s}$, and (c) $460 \mathrm{ml} / \mathrm{s}$.


Fig. 20 Contour of relative pressure ( Pa ) for patient 3 along midsagittal plane at $T_{0}$. Three airflow speeds shown: (a) 340 $\mathrm{ml} / \mathrm{s}$, (b) $400 \mathrm{ml} / \mathrm{s}$, and (c) $460 \mathrm{ml} / \mathrm{s}$.


Fig. 21 Contour of relative pressure ( Pa ) for patient 3 along midsagittal plane at $T_{1}$. Three airflow speeds shown: (a) 340 $\mathrm{ml} / \mathrm{s}$, (b) $400 \mathrm{ml} / \mathrm{s}$, and (c) $460 \mathrm{ml} / \mathrm{s}$.

Table 2 Total pressure $\operatorname{drop}(\Delta p)$ at three flow rates for $T_{0}$ and $T_{1}(\mathrm{~Pa})$

|  | $340 \mathrm{ml} / \mathrm{s}$ | $400 \mathrm{ml} / \mathrm{s}$ | $460 \mathrm{ml} / \mathrm{s}$ |
| :--- | :---: | :---: | :---: |
| Pt $1, T_{0}$ | 12.7 | 17.1 | 22.3 |
| Pt $1, T_{1}$ | 1.1 | 1.5 | 1.9 |
| Pt 2, $T_{0}$ | 23.6 | 31.9 | 41.4 |
| Pt 2, $T_{1}$ | 2.3 | 3.1 | 4.0 |
| Pt 3, $T_{0}$ | 2.1 | 2.8 | 3.5 |
| Pt $3, T_{1}$ | 2.4 | 3.2 | 4.1 |
| Pt 4, $T_{0}$ | 43.5 | 59.3 | 77.7 |
| Pt 4, $T_{1}$ | 1.1 | 1.4 | 1.8 |

conserved at all locations along the airways, if the flow area $A$ decreases, then the mean velocity $V$ must increase, requiring a greater difference in pressure to drive the flow. Toward the end of the stenosis, however, the pressure recovers until a decrease toward the next stenosis or the outlet. For patient 2, comparing preand postsurgery in Figs. 18 and 19, respectively, shows how the surgery causes a reduction in relative pressure all along the airways; the same is true for patients 1 and 4 . In contrast, patient 3 in Figs. 20 and 21 displays an increase in relative pressure along the airway between $T_{0}$ and $T_{1}$.

Table 2 shows the total area-averaged pressure drop along the airway, $\Delta p$, for all patients pre- and postsurgery at all flow rates. As expected for all patients, there is an increase in the total pressure drop along the airway as the flow rate is increased. Patients 1 , 2 , and 4 have significant decreases in the $\Delta p$ required from $T_{0}$ to $T_{1}$, meaning it takes much less pressure force after the surgery to drive the same volume of air through the passage. Patient 3, however, has an increase in the $\Delta p$ value from $T_{0}$ to $T_{1}$.

The total area-averaged pressure drop, $\Delta p$, can also be used to calculate the airway resistance, $R$, using the equation $R=\Delta p / \dot{m}$, where $\dot{m}$ is the mass flow rate [25]. The mass flow rate, $\dot{m}$, can be determined using the equation $\dot{m}=Q \rho$, where $Q$ is the volumetric flow rate and $\rho$ is the density of air. The percentage change in this resistance from $T_{0}$ to $T_{1}$ is shown in Table 3. Patients 1, 2, and 4 showed a minimal tenth of a percent decrease in airway resistance as flow speed was increased. Patient 3 showed a larger magnitude increase in resistance with flow rate at $1.2 \%$ and $1.4 \%$. For patients 1,2 , and 4 , the decrease in resistance from $T_{0}$ to $T_{1}$ was higher than $90 \%$ with patient 4 showing the largest decrease in airway resistance following the surgery. Patient 3 had an increase in airway resistance from $T_{0}$ to $T_{1}$. Considering the amounts of surgical advancements shown earlier in Table 1 and the negative changes in hydraulic diameter seen in Fig. 8, this result is not surprising. It is also noted that while patient 3 had less surgical advancement, the total pressure drop required to drive the presurgery flow is on the order of magnitude of all other patients postsurgery where significant improvement was seen. Quite possibly, patient 3 may be in a range of pharyngeal geometries where the MMA surgery cannot produce results as optimal as others.

## 4 Conclusions

In this study, CFD modeling illustrated the effects maxillomandibular advancement surgery had on flow characteristics in the pharyngeal airway of obstructive sleep apnea patients. This paper

Table 3 Percentage change in airway resistance

|  | $340 \mathrm{ml} / \mathrm{s}$ | $400 \mathrm{ml} / \mathrm{s}$ | $460 \mathrm{ml} / \mathrm{s}$ |
| :--- | :---: | :---: | :---: |
| Pt 1 | -91.2 | -91.3 | -91.4 |
| Pt 2 | -91.2 | -91.3 | -91.4 |
| Pt 3 | +11.1 | +12.5 | +13.7 |
| Pt 4 | -97.5 | -97.6 | -97.7 |

demonstrated a method to use cone beam computed tomography scans to create a three-dimensional model suitable for CFD analysis. The results presented in this paper lead to the following conclusions.

1. Following surgery, the airway resistance decreased by over $90 \%$ for three out of the four patients studied. This is a result of increasing the cross-sectional areas in stenotic regions with the MMA surgery, thereby increasing the hydraulic diameter and reducing the Reynolds number to require less total pressure force to drive the flow for a constant volumetric flow rate.
2. If one assumes the pharyngeal airway is similar to a tube, a generalization using the laminar flow equation $\Delta p$ $=128 \mu L Q / \pi d^{4}$ can be used to relate $\Delta p$ with volumetric airflow, where $\mu$ is the fluid viscosity, $L$ is the tube length, $Q$ is the volumetric flow rate, and $d$ is the tube diameter [40]. If an average diameter is used for $d$ and all other variables remain equal, and the $\Delta p$ required for inspiration in the presurgical model was applied to the postsurgical model, then at least ten times as much air can be moved in the postsurgical model with equal effort for the three patients reporting improvements.
3. Isono et al. [42] reported that in obstructive sleep apnea patients there is progressive narrowing of the velopharyngeal airway in flow limited inspirations. This paper showed how areas of stenosis cause a lower local relative pressure, and these lower local pressures in the segments distal to the stenotic area could result in further collapse of the airway if the tissues are highly compliant in that area.
4. Patient 3 did not exhibit the favorable characteristics seen in the other three patients between the pre- and postsurgery models. The authors believe this is due to three reasons: the small quantities of maxillary and mandibular surgical advancement, the airway regions having a negative change in hydraulic diameter, and the small change in Reynolds number behavior throughout the pharyngeal passage. This may suggest that patients having a certain range of pharyngeal geometry may not benefit from MMA surgery. This could only be proven with continued discussion with patients and possible testing after the surgery to see if their apnea conditions have improved.
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## Nomenclature

$$
\begin{aligned}
A & =\text { cross-sectional area }\left(\mathrm{m}^{2}\right) \\
D & =\text { hydraulic diameter, } D=4 A / P(\mathrm{~m}) \\
\dot{m} & =\text { mass flow rate, } \dot{m}=\rho Q(\mathrm{~kg} / \mathrm{s}) \\
P & =\text { perimeter }(\mathrm{m}) \\
\Delta p & =\text { total area-averaged pressure drop }(\mathrm{Pa}) \\
Q & =\text { flow rate, } Q=V A\left(\mathrm{~m}^{3} / \mathrm{s}\right) \\
R & =\text { flow resistance, } R=\Delta p / \dot{m}(\mathrm{~Pa} \mathrm{~s} / \mathrm{kg}) \\
\mathrm{Re} & =\text { Reynolds number, } \mathrm{Re}=\rho V D / \mu \\
T_{0} & =\text { time denoting one week prior to surgery } \\
T_{1} & =\text { time denoting seven weeks after surgery } \\
V & =\text { mean flow velocity }(\mathrm{m} / \mathrm{s})
\end{aligned}
$$

## Greek Symbols

$\rho=$ density of air $\left(\mathrm{kg} / \mathrm{m}^{3}\right)$
$\mu=$ viscosity of air $(\mathrm{kg} / \mathrm{ms})$
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# Flow Characteristics in a Curved Rectangular Channel With Variable Cross-Sectional Area 
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#### Abstract

Laminar air flow through a curved rectangular channel with a variable cross-sectional (c/s) area (diverging-converging channel) is computationally investigated. Such a flow passage is formed between the two fin walls of a 90 deg bend curved fin heat sink, used in avionics cooling. Simulations are carried out for two different configurations: (a) a curved channel with long, straight, constant c/s area inlet and outlet sections (entry and exit lengths); and (b) a short, curved channel with no entry and exit lengths. Formation of a complex 3D flow pattern and its evolution in space is studied through numerical flow visualization. Results show that a secondary motion sets in the radial direction of the curved section, which in combination with the axial (bulk) flow leads to the formation of a base vortex. In addition, under certain circumstances the axial and secondary flow separate from multiple locations on the channel walls, creating Dean vortices and separation bubbles. Velocity above which the Dean vortices appear is cast in dimensionless form as the critical Dean number, which is calculated to be 129. Investigation of the friction factor reveals that pressure drop in the channel is governed by both the curvature effect as well as the area expansion effect. For a short curved channel where area expansion effect dominates, pressure drop for developing flow can be even less than that of a straight channel. A comparison with the flow in a constant c/s area, curved channel shows that the variable c/s area channel geometry leads to a lower critical Dean number and friction factor. [DOI: 10.1115/1.3176970]


## 1 Introduction

With the ever increasing trend of power density of electronic devices, thermal management is becoming a growing challenge, particularly when the application platform precludes liquid cooling. Various fin structures and surface modifications have been considered in the past few decades to improve air cooling convection heat transfer, as reviewed by Garimella [1]. Certain special structure heat sinks have gained popularity in recent years, particularly for high end applications. Curved fin heat sink, such as the one shown in Fig. 1, is an example from the avionics electronics industry. Air impingement on a curved fin heat sink has also been considered for high performance computer chip cooling [2]. Flow in a curved fin heat sink is significantly more complex than in a traditional, straight fin sink. The fundamental difference arises due to the formation of secondary flow in the curved section. The secondary flow is beneficial as it alters the boundary layer formation bringing in cold fluid from the core of the channel toward the curved walls, thereby enhancing heat transfer [3]. However, curved flow passages also experience a higher pressure drop, compared with straight channels of similar length. An overall system figure of merit (FOM) of curved channel over straight channel may be defined as the ratio of heat transfer enhancement to pressure drop increase. A thermal designer strives to achieve a high FOM, where the benefit of a curved channel over a straight channel is realized by significant heat transfer enhancement without excessive rise in pressure drop. An important tool in the design process is a knowledge base on the fundamental flow and thermal characteristics in the individual curved flow passages between fins, as it forms the building block of the overall heat sink performance. Keeping this in mind we have carried out a study of air

[^2]flow through a single passage formed between two curved fins of the heat sink shown in Fig. 1. The passage has a constant $\mathrm{c} / \mathrm{s}$ area straight inlet section, followed by a variable $\mathrm{c} / \mathrm{s}$ area curved section (a 90 deg bend), and another constant $\mathrm{c} / \mathrm{s}$ area, straight outlet section. The present paper is the first part of the study that focuses solely on the flow characteristics. The heat transfer aspects of the problem will be published in a separate article.
In a curved channel, the fluid elements are subject to centrifugal force. To balance this extra body force and the local viscous stresses, a radial (inward) pressure gradient ( $\partial P / \partial r$ ) develops from the outer curvature wall (OCW) or the concave wall toward the inner curvature wall (ICW) or the convex wall. However, a perfect balance is not achieved over the entire $\mathrm{c} / \mathrm{s}$ area. For example, within the boundary layers close to the walls, where local velocity is significantly less than the bulk fluid, the centrifugal force is weak and $\partial P / \partial r$ cannot be balanced. The local imbalance results in a radial or secondary flow from OCW to ICW. The dimensionless number characterizing flow in a curved channel is the Dean number $(D e)$, defined as $D e=R e \sqrt{ }\left(D_{h} / R\right)$, where $R e$ is the Reynolds number, $D_{h}$ is the channel hydraulic diameter, and $R$ is the radius of curvature of the inner curvature wall. The structure and strength of the secondary flow depend on the channel geometry and flow velocity $\left(V_{i}\right)$. Figure $2(a)$ shows the schematic of a typical secondary flow created as $\partial P / \partial r$ exceeds the centrifugal force within the velocity boundary layers near the top and bottom walls of the curved channel. The resulting secondary flow is from OCW to ICW near the walls, and back toward the OCW around the midheight of the channel. This is representative of a low axial channel flow (bulk) velocity condition $\left(V_{i}\right)$, when only one pair of secondary flow cells develops and remains conformal to all the channel walls. Conventionally this is termed as the main secondary flow. With increasing $V_{i}$, as the secondary flow strengthens, it has a tendency to separate from one or more walls. For example, in the schematic of Fig. 2(b), the secondary flow detaches from the top wall (TW), attaches to the ICW, and then again detaches from the ICW. Each secondary flow separation creates a local


Fig. 1 A schematic of curved fin heat sink. Representative air flow paths between two sets of fins are shown by red arrows.
recirculation cell as shown in Fig. 2(c). For higher velocity conditions, in addition to the main secondary flow, multiple secondary flow structures are formed, commonly known as Dean vortices, after the first analysis by Dean [4]. The nondimensional number characterizing the onset of Dean vortices is called the critical Dean number ( $D e_{\text {crit }}$ ).

The curved channel/duct flow is widely encountered in many engineering applications, such as bent tube heat exchangers, turbine blades, air conditioning ducts, the condenser area of solar collector heat pipes, passages in biological systems, etc. A significant amount of prior research has investigated the flow and thermal fields of a curved channel. Since this article focuses on the flow characteristics, we only cite the flow related literature for the sake of brevity. Cheng et al. [5] experimentally visualized the secondary flow pattern in curved rectangular channels, 25 mm wide (b), curvature ratio $(C R)$ of 5 , and the aspect ratio $(A R)$ varying between 1 and $12 . C R$ is defined as the ratio of radius of curvature $(R)$ and the channel width (b), while $A R$ is the ratio of channel height $(H)$ and width (b). Sugiyama et al. [6] reported flow visualization at the end of 180 deg turn in channels, 20 mm wide, $C R$ varying between 5 and 8 , and $A R$ varying from 0.5 to 2.5. Ligrani and Niver [7] experimented with a nearly 2D channel $(A R=40)$ for $D e$ varying between 40 and 220 , and showed the formation of secondary flow patterns at various angular positions along the curved section. Effort on the numerical front dates back to the early 80s. Cheng and Akiyama [8] reported a 2D model of fully developed laminar flow entering a curved rectangular channel, while Ghia and Sohkey [9] and Humphrey et al. [10] investigated the developing flow. In these calculations, $A R$ varied in the range of $0.2-5$, and $D e$ was limited to $\sim 100$. Hwang and Chao [11] investigated fully developed laminar flow in a curved square duct under isothermal condition. More recently, Chandratilleke and Nursubyakto [12] presented a 3D computational model of flow through a curved rectangular channel with uniform heating at the outer (concave) wall. They considered parametric ranges of $1 \leq A R \leq 8$ and $20 \leq D e \leq 500$, and included the effect of buoyancy. To summarize the findings of these research works-The $D e_{\text {crit }}$ value; the main secondary flow and the Dean vortices (for $D e>D e_{\text {crit }}$ condition) all depend on several geometric and thermal conditions, such as the channels, $(A R)$ and $(C R)$ location along the curved section and the wall heating pattern.

In spite of 3 decades of research, most prior works report flow pattern at a specific cross section. Literature on the evolution of multiple vortices in a curved channel remains scarce. In an experi-


Fig. 2 Schematics of secondary flow structures in a curved channel. (a) Secondary flow conformal to all the walls occurs at low axial flow velocity $\left(V_{i}\right)$, (b) secondary flow separation from multiple walls at higher $V_{i}$, and (c) main/base secondary flow and additional recirculation cells due to secondary flow separation.
mental approach, this needs detailed flow visualization at multiple cross sections, such as in Ref. [7], which is quite challenging. On the other hand, a computational model to resolve such complicated 3D flow pattern is extremely grid sensitive. Furthermore, all the curved channel flow works carried out so far consider constant $\mathrm{c} / \mathrm{s}$ area only. The present work focuses on a variable $\mathrm{c} / \mathrm{s}$ area curved channel, where the flow is governed by a combination of


Fig. 3 Schematic of an individual flow passage between two fins, a long channel, and the numerical simulation domain
variable channel geometry and curvature effect. Motivation arises from the practical application platform shown in Fig. 1.

We developed a 3D computational model of laminar air flow through a 90 deg bend of a variable $\mathrm{c} / \mathrm{s}$ area curved channel where the channel area varies along the curvature length. The channel $\mathrm{c} / \mathrm{s}$ area at the curvature inlet and outlet are the same. In between, the channel width (b) first increases along the length of curvature up to the 45 deg angular position and then decreases, making it a diverging-converging curved channel. In this article we present only the flow characteristics part of the study. The primary focus is on elucidation of the flow field, i.e., understanding the interaction between the secondary flow and the axial (bulk) flow, the resulting vortices and their evolution in space. At this stage we are not conducting a parametric study of the several important geometric features, such as variable c/s area ratio, $(C R),(A R)$, channel length, etc., that govern the flow field. Therefore, geometry is maintained constant in this study, specific to the heat sink (Fig. 1). Simulations are carried out for two configurations: (a) a divergingconverging curved channel with long, straight, constant $\mathrm{c} / \mathrm{s}$ area inlet and outlet sections (entry and exit lengths); and (b) a diverging-converging curved channel with no entry or exit length, respectively, marked as the long and short channels in Fig. 1. The formation, evolution, and dynamics of multiple vortices are investigated, along with the critical Dean number and the channel pressure drop. Comparisons between the variable and constant $\mathrm{c} / \mathrm{s}$ area channels are presented.

## 2 Physical Model

Figure 3 shows a schematic of the air flow path in the long channel. The flow passage consists of three segments: (a) a straight, constant $\mathrm{c} / \mathrm{s}$ area inlet section of length $L_{\text {entry }}$; (b) a 90 deg bend, a variable $\mathrm{c} / \mathrm{s}$ area curved section of length $L_{\text {curv }}$ (along the middle of the cross section); and (c) another straight, constant $\mathrm{c} / \mathrm{s}$ area exit section of length $L_{\text {exit }}$. For a short channel there are no entry and exit lengths ( $L_{\text {entry }}=L_{\text {exit }}=0$ ). Flow directly enters the variable $\mathrm{c} / \mathrm{s}$ area curved section and leaves to the ambient at the end of the channel. For both the long and short channels, the channel height $(H)$ remains constant. In the curved section, the channel width first increases along the length of curvature, up to an angular position of 45 deg and then decreases between the 45 deg and 90 deg position, making it a diverging-converging curved channel. Width at the channel inlet and the inlet to the curved section are $b$, which increases to $1.3 b$ at the 22.5 deg angular position, to a maximum of $1.5 b$ at the 45 deg angular position, and then back to $b$ at the exit of the curved section. Channel width at
the inlet section (b) is used for calculating all the geometric parameters such as hydraulic diameter $\left(D_{h}\right),(A R)$, and $(C R)$.

For both the long and short channels, air at temperature $T_{i}$ enters the channel at a uniform flow velocity of $V_{i}$. Ambient pressure boundary condition is specified at the channel exit. The channel bottom and the side walls are maintained at a constant temperature of $T_{w}\left(T_{w}>T_{i}\right)$. The isothermal side wall assumption essentially means that the fins of the heat sink (shown in Fig. 1) are $100 \%$ efficient. Indeed a computational model of the entire heat sink (made of aluminum) shows that the fins are close to $99 \%$ efficient. In a practical avionics application, often the top of the fins is covered by a plate to avoid flow bypass. To simulate this condition the top channel wall is assumed adiabatic.

The two critical dimensionless flow parameters are the Reynolds number $R e=V_{i} D_{h} / \nu$ and the Dean number $D e$ $=R e \sqrt{ }\left(D_{h} / R\right) . V_{i}$ values are chosen on the basis of a practical range of air flow rates used in the heat sink. Air properties at average temperature $\left[T_{\mathrm{av}}=\left(T_{i}+T_{w}\right) / 2\right.$ ] are used to report these numbers. $R e$ and $D e$ vary between the range of 183 to 2017 and 92 to 1008 , respectively. The last air flow passage, having a length $\left(L_{\mathrm{av}} / D_{h}=L_{\text {curv }} / D_{h}\right)$ of 6.8 , represents one asymptotic condition where uniform flow directly enters the curved section. Therefore, it is picked as the "short channel" in this study. However, the other asymptotic condition of fully developed flow entering the curved section does not occur for any of the channels of this heat sink. The dimensionless entry length $\left(L_{\mathrm{fd}} / D_{h}\right)$ for fully developed flow in a constant $\mathrm{c} / \mathrm{s}$ area straight channel of $A R$ close to 2 is $\sim 0.02 \mathrm{Re}$ [13]. At the highest velocity condition of $R e=2017$, $L_{\mathrm{fd}} / D_{h}$ is $\approx 40$. Not even the longest air flow passage of the heat sink, shown in Fig. 1, has this much entry length. In other words for $R e=2017, L_{\mathrm{entry}}<L_{\mathrm{fd}}$ for all channels. Instead of focusing on the ideal asymptotic condition, we use the current heat sink geometry and arbitrarily pick a "long channel" having an overall average length of $L_{\mathrm{av}} / D_{h}=39.1$ ( $L_{\mathrm{av}}=L_{\text {entry }}+L_{\text {curv }}+L_{\text {exit }}$ ), with $L_{\text {entry }} / D_{h}=16.1$ and $L_{\text {exit }} / D_{h}=16.1$. Flow entering the curved section of the chosen long channel is fully developed for $R e \leq 805$. Above this value, the flow enters the curved section in partially developed state. Clearly if a different channel were chosen as the "long channel," magnitudes of the flow and thermal parameters would be different. However, since this study is not intended to be a parametric study of the geometric features, such as $L_{\text {entry }} / D_{h}$, $L_{\text {curv }} / D_{h}, L_{\text {exit }} / D_{h}, C R, A R$, etc., the specific values are not so important. The primary objective here is to understand the complex flow field for a given geometry. Therefore, for both the long and short channels, the channel geometry is kept constant, with $D_{h}=0.007 \mathrm{~m}, \quad b_{\max } / b=1.5, A R=2.3$, and $C R=5.6$; and the $L_{\text {entry }} / D_{h}, L_{\text {curv }} / D_{h}$, and $L_{\text {exit }} / D_{h}$ values discussed above.

## 3 Numerical Simulation

Steady, laminar air flow through the passages are computationally simulated using the commercial computational fluid dynamics (CFD) code FlUENT. The continuity, momentum, and energy equations are solved. These equations are coupled due to the use of temperature dependent air properties. Some of the underlying assumptions and observations are as follows.
(1) Even though all the features of solving compressible flow are considered, the flow is essentially incompressible. The Mach number (Ma) based on the highest inlet velocity $\left(V_{i}\right)$ is 0.015 .
(2) The value of $\mathrm{Gr} / \operatorname{Re} e^{2}$ is $\sim 9 \times 10^{-7}$ for the lowest flow velocity condition, where Gr is the Grashof number. Therefore, buoyancy effects are neglected. It may be argued that the local velocity at any point in the channel could be significantly lower than $V_{i}$. Therefore, if the above ratio is calculated with $R e$ value based on the local velocity, the $\mathrm{Gr} / R e^{2}$ ratio can actually become orders of magnitude higher. To address this concern, we carried out a calculation


Fig. 4 Validation of the numerical model against the experimental data of Sugiyama et al. [6]. (a) Schematic of the experimental channel geometry-constant cross-sectional area curved channel with a 180 deg bend. $L_{\text {entry }}=1000 \mathrm{~mm}$, b $=20 \mathrm{~mm}, C R=R / b=5$, and $H$ and $A R(=H / b)$ variable; (b) comparison of numerical prediction of the critical Dean number ( $D e_{\text {crit }}$ ) with the experimental data [6].
at the lowest velocity condition, with the buoyancy effect on. The results showed no significant difference with or without buoyancy.
(3) The viscous dissipation term is neglected in the energy equation as the Brinkman number $\left(\operatorname{Br}=\mu V_{i}^{2} / k_{f}\left[T_{w}-T_{i}\right]\right)$ is $\sim 3 \times 10^{-4}$.
(4) Temperature dependent air properties are used. For example, (a) density ( $\rho$ )—a linear function, (b) thermal conductivity $\left(k_{f}\right)$-a linear function, and (c) viscosity $(\mu)$ —Power law- $\mu / \mu_{o}=\left(T / T_{o}\right)^{2 / 3}$, where $\mu_{o}$ and $T_{o}$ are $1.716 \times 10^{-5} \mathrm{~kg} / \mathrm{m} \mathrm{s}$ and 273 K , respectively.

A coupled pressure velocity solver algorithm is used for a robust and efficient solution. The first few iterations are run using SIMPLE algorithm, results of which are used as the initial guess for the coupled solver. A Courant number value between 10 and 20 is used to stabilize the convergence behavior. The convection terms in the momentum and energy equations are discretized using a second order UPWIND scheme. For the pressure term, the PRESTO scheme is used, recommended for flow with strongly curved domains. Further details on the numerical scheme are available in the FLUENT manual [14].

## 4 Validation of the Numerical Methodology

The accuracy of the numerical procedure is ascertained by validating the model against existing experimental data from literature. For this purpose, a computational model is developed with channel geometry replicating the experimental set up of Sugiyama et al. [6]. Isothermal air flow through a constant c/s area 180 deg bend, as shown in Fig. 4(a), is considered. In the model, a uniform velocity is prescribed at the inlet of the straight entry section ( $L_{\text {entry }}$ ), whereas an ambient pressure outlet boundary condition is specified at the end of the 180 deg bend. Sugiyama et al. [6]
carried out a flow visualization study at the end of the bend and reported the critical Dean numbers ( $D e_{\text {crit }}$ ) for the onset of Dean vortices for various channel aspect ratio $(A R=H / b)$ and curvature ratio $(C R=R / b)$ values. Figure $4(b)$ shows a comparison of the predicted values from our computational model with the experimental data, for a constant $C R$ value of 5 . Note that this $C R$ value is very close to the variable $\mathrm{c} / \mathrm{s}$ area curved channel geometry investigated in this article $(C R=5.6)$. This experimental paper calculated $D e$ based on channel width (b), i.e., $D e=R e \sqrt{ }(b / R)$, even though $R e$ is calculated based on $D_{h}\left(R e=V_{i} D_{h} / \nu\right)$. We report $D e$ based on $D_{h}$, i.e., $D e=\operatorname{Re} \sqrt{ }\left(D_{h} / R\right)$. However, for the sake of the present comparison, just for this section (Fig. 4(b)), we follow their procedure. An excellent agreement between the prediction and experimental data in Fig. $4(b)$, for the entire range of $A R$ values, lends significant confidence about the present computational model.

## 5 Results and Discussion

Prior to discussing the specific results, we start with outlining a few basic conceptual points. There are only two fundamental flow mechanisms in a curved channel: (a) the axial or bulk flow, i.e., the original flow component, and (b) the secondary flow, i.e., the created component at the curved section. The secondary flow may perfectly follow all the channel wall contours as shown in the schematic of Fig. 2(a). Or it may separate from the channel walls at multiple locations, creating a main/base secondary flow and additional recirculation cells (Fig. 2(c)). Similarly, depending on the channel geometry and flow condition, the axial flow may also separate from a channel wall, causing local axial flow reversal. Between these two basic mechanisms, a total of four different combinations are possible toward the evolution of multiple complex 3D flow structures:
(A) forward moving axial flow and conformal secondary flow following the channel walls (fully conformal or over a certain portion of a channel wall)
(B) axial flow reversal and conformal secondary flow
(C) forward moving axial flow, and secondary flow separation
(D) both axial and secondary flow separation and reversal

The following acronyms will be used for sake of convenience: (a) constant $\mathrm{c} / \mathrm{s}$ area straight channel (CASC), (b) constant $\mathrm{c} / \mathrm{s}$ area curved channel (CACC), and (c) variable c/s area curved channel (VACC).

## 6 Grid Independence Study

A grid independent numerical solution has to resolve the flowthermal characteristics of the overall channel as well as all the secondary recirculation cells, at the highest flow rate condition. The following parameters are used to quantify the secondary flow structures at two angular positions, 45 deg and 90 deg : (a) the total number of cells ( $N_{\text {cells }}$ ) at that $\mathrm{c} / \mathrm{s}$ area, (b) minimum helicity $\left(H_{\text {min }}\right)$, and (c) the dimensionless maximum velocity at that $\mathrm{c} / \mathrm{s}$ (e.g., cross-sectional $V_{\max }$ at ${ }_{45} / V_{i}$ ). In addition, two points A and B are chosen, respectively, at the 45 deg and 90 deg angular positions located at the core of the recirculating flow region. The local dimensionless velocity (such as $V_{A} / V_{i}$ ), and temperature (such as $\theta_{A}=\left[T_{A}-T_{i}\right] /\left[T_{w}-T_{i}\right]$ ) are investigated at these points. Four other dimensionless parameters are used to characterize the overall channel transport fields. They are: the maximum velocity at the exit $\left(V_{\text {max,outlet }} / V_{i}\right)$ of the long channel, the overall channel pressure $\operatorname{drop}\left(2 \Delta P / \rho V_{i}^{2}\right)$, the average fluid exit temperature $\left(\theta_{\text {exit }}=\left[T_{\mathrm{av}, \text { exit }}-T_{i}\right] /\left[T_{w}-T_{i}\right]\right)$, and the Nusselt number ( $\mathrm{Nu}_{o}$ $\left.=h_{o} D_{h} / k_{f}\right)$, characterizing the total heat transfer from the channel. Values of these local and global parameters, obtained from computational simulations with four different grid sizes, are presented in Table 1. Based on the comparison, a 351,000 cell grid is chosen

Table 1 Grid independence study for a long VACC for the highest flow velocity condition. Re=2017 and De=1008 based on uniform flow velocity $\left(V_{i}\right)$ and hydraulic diameter $\left(D_{h}\right)$ at channel inlet and properties at average temperature $\left[T_{\mathrm{av}}=\left(T_{i}+T_{w}\right) / 2\right]$. $A R=2.3, C R=5.6, L_{\mathrm{av}} / D_{h}=39.1, L_{\text {entry }} / D_{h}=16.1$, and $L_{\text {exit }} / D_{h}=16.1$. Location of point A: axial location-on the 45 deg angular position from the start of the curvature, height-at $\mathrm{H} / 2$, and lateral-at $b_{45}$ deg $/ 4$ closer to the ICW. Location of point B: axial location-on the 90 deg angular position; height and lateral location-at the geometric center of the curvature outlet plane.

for all calculations on the long VACC. Similar grid independence studies are carried out for other geometries. The optimal grid size for a long CACC is also 351,000 . For short channels (both CACC and VACC) a 65,600 cell grid is used.

## 7 Long CACC: Flow in the Curved Section

As the channel geometry plays a pivotal role in the flow dynamics, it is useful to decouple the effect of variable c/s area first. Therefore, we start with investigating flow through a 90 deg bend of a long CACC (with entry and exit lengths). The channel geometry matches the schematic in Fig. 3, except for the fact that channel width (b) remains constant through the curved section. These results serve as the baseline case for comparison with those of variable c/s area curved channel. Even though flow through CACC has been widely investigated in the past, studies focusing on the space evolution of the flow structures remain scarce.

To follow the complex 3D secondary flow pattern, we investigate the cross-sectional view of the secondary flow, i.e., the inplane velocity vectors, at various angular positions (Figs. $5(a)-5(e))$, in conjunction with the oil flow path lines on the ICW, OCW, and TW (Figs. 6(a)-6(c), respectively). The in-plane velocity vector plots are color coded by dimensionless local velocity magnitude (=local velocity ( $V$ )/uniform channel inlet velocity $\left(V_{i}\right)$ ). Since the flow is symmetric (heightwise), in Fig. 5 the computational results are shown in only half the $\mathrm{c} / \mathrm{s}$, while the other half is used for explanatory schematics. The oil flow lines are plotted by releasing particles from the same curved section walls (ICW, OCW, or TW) on which the flow is visualized. The lines are color coded with particle ID. Thus the color codes do not have any physical significance as such. To retain the clarity of the oil flow line plots, various markings are shown on a separate, identical plot below each figure.

The secondary flow sets in immediately after the fluid elements enter the curved section. This secondary flow along with the forward moving axial flow, i.e., combination A , creates a pair of base vortices, at the top and bottom portion of the channel. The traces of base vortices in the oil flow lines plot (Fig. 6) indicate that they travel through the entire length of the curved section (0-90 deg angular position), although their shape and size change along the path. At the early portion of the curved section, the secondary flow is fully conformal to the channel walls, as in Fig. 2(a). There-
fore a pair of base vortices covers the entire $\mathrm{c} / \mathrm{s}$ area of the channel, as seen in Fig. 5(a) for an angular position of 11 deg . Flow from the upper and lower base vortices collide and separate from the ICW and attach to the OCW, both around midheight, respectively, forming separation line $S_{1}$ in Fig. 6(a), and attachment line $A_{1}$ in Fig. 6(b).

Further downstream, the secondary flow starts to separate from the walls, in the corner regions between ICW, and the top and bottom walls. As the inset of Fig. 5(b) shows, the secondary flow separates from the TW and attaches to the ICW, forming a local recirculation similar to that shown in the schematic of Fig. 2(c). The oil flow lines in Fig. 6(c) indicate that the separation from TW starts at an angular position $P_{1}$, just before the 22.5 deg location. This local, corner region, secondary flow recirculation can be traced along separation line $S_{2}$ on TW (Fig. 6(c)) and attachment line $A_{2}$ on ICW (Fig. 6(a)), both continuing all the way to the end of the curved section. This secondary flow reversal, along with the forward moving axial flow (combination B) leads to the formation of another local vortex. Since this is in addition to the base vortex, following the traditional definition, it is categorized as a Dean vortex. We name it the corner region Dean vortex.

The oil flow lines in the inset of Fig. 6(a) show another interesting aspect of the corner region flow. Between the angular positions $P_{2}$ and $P_{3}$, the oil flow lines are backward and upwards. The backward axial flow can also be seen from the insets B and C of Fig. 6(c). This indicates an axial as well as secondary flow separation in the region, or combination D , that leads to the formation of a closed separation bubble. Figure 7(a) shows a schematic of this corner region axial and secondary flow separation, and the formation of the separation bubble. The corner region Dean vortex bypasses this separation region by detaching from the ICW, squeezing toward the separation line $S_{2}$, and then coming back to the ICW beyond the separation region.
After attaching to the ICW along attachment line $A_{2}$, the secondary flow follows the wall contour for a while, flowing toward the centerline (heightwise). However, before reaching the centerline it bounces off the ICW, causing another local secondary flow separation and flow reversal, as sketched in Fig. 2(b). The trace of this separation line $S_{3}$ in Fig. 6(a), and Fig. 5(c) indicates that this flow separation starts just upstream of the 34 deg position and increases in size along the curved path (follow Figs. 5(c)-5(e)).


Fig. 5 Formation of secondary flow at various angular positions along a 90 deg bend of a long CACC. $R e=2017$ and $D e=1008$ based on uniform flow velocity ( $V_{i}$ ) and hydraulic diameter ( $\boldsymbol{D}_{h}$ ) at channel inlet, and properties at average temperature [ $\boldsymbol{T}_{\mathrm{av}}$ $\left.=\left(T_{i}+T_{w}\right) / 2\right] . L_{\mathrm{av}} / D_{h}=39.1, L_{\text {entry }} / D_{h}=16.1, L_{\text {exit }} / D_{h}=16.1, A R=2.3$, and $C R=5.6$. Views: (a) angular position 11 deg , (b) $22.5 \mathrm{deg},(c)$ 37 deg , (d) 56 deg, and (e) 90 deg (outlet from the curved portion of the channel or beginning of the straight constant c/s area exit channel).

The angular position where this separation started cannot be precisely located from the current data. We tentatively identify an angular position $P_{4}$. Coupled with the forward moving axial flow this secondary flow separation (Combination B) leads to the formation of another Dean vortex, which we term as the ICW Dean vortex. Flow from the top and bottom ICW Dean vortices meet at the heightwise centerline of ICW. Thus, beyond the angular position $P_{4}$, the ICW centerline becomes an attachment line $A_{3}$ (Fig. $6(a)$ ).

A comparison of Figs. $5(a)-5(e)$ shows that as the flow moves downstream, the return secondary flow (from ICW back toward OCW gets stronger). As a result the location of the highest velocity in the channel shifts toward the OCW and the velocity boundary layer there gets thinner. An abrupt drop in the centrifugal force occurs across this thin boundary layer near the OCW. At some location between the 45 deg and 56 deg angular position, it causes
another separation of the secondary flow, this time from the OCW. A local flow reversal follows, as seen in Figs. 5(d) and 5(e). This along with the forward moving axial flow (combination B) creates the third pair of Dean vortices in the channel, now termed as the $O C W$ Dean vortex. It is bounded by the separation line $S_{4}$ and attachment line $A_{4}$ in the oil flow lines of Fig. 6(b).

Figures $5(d)$ and $5(e)$ show an additional pair of recirculation cells inside the c/s, adjacent to the base vortex. Following the conventional definition, this should be another Dean vortex. The origin of this vortex is not clear. It is possible that this vortex arises from a local split of the base vortex, somewhere downstream of the 45 deg angular position. This Dean vortex weakens (shrinks in size) and gradually shifts toward the center of the channel in the downstream direction.

To summarize, Fig. 7(b) shows a schematic of the base vortex and all the Dean vortices in the top half of the channel, close to


Fig. 6 Oil flow lines on the walls of the curved section (90 deg bend) of a long CACC. $R e=2017$ and $D e=1008, L_{\mathrm{av}} / D_{h}=39.1$, $L_{\text {entry }} / D_{h}=16.1, L_{\text {exit }} / D_{h}=16.1, A R=2.3$, and $C R=5.6$. (a) ICW or concave wall, (b) OCW or convex wall, and (c) TW. All views are looking into the wall from front.
the curvature exit. The origin of the multiple vortices and their evolution in space are also summarized in Table 2.

## 8 Long VACC: Flow in the Curved Section

With a basic understanding of the flow dynamics in the CACC, we now investigate the effect of the variable $\mathrm{c} / \mathrm{s}$ area. Once again we consider the in-plane velocity vector plots at various angular positions (Fig. 8) in conjunction with the oil flow lines on the ICW, OCW, and TW (Figs. 9(a)-9(c), respectively). A slight asymmetry between the top and bottom of the channel arises due to the difference in thermal boundary conditions. The top wall is insulated while the bottom is isothermal, $\left(T_{w}>T_{i}\right)$, and temperature-dependent properties are used. It is interesting to note that even though the exact same set of boundary conditions was
used for the CACC, there was no asymmetry. Clearly the temperature dependent property effect is more pronounced for the decelerating flow in the diverging section. Since our focus is on understanding the overall flow field, for all practical purposes we will ignore the slight asymmetry in the subsequent discussions.
The main/base secondary flow at the early part of the channel (close to the curvature entry) is very similar as before. Fully conformal secondary flow, in conjunction with the forward moving axial flow (combination A), creates a pair of base vortices at the top and bottom half of the channel (Fig. 8(a)). They meet at separation line $S_{1}$ on ICW (Fig. 9(a)) and attachment line $A_{1}$ on OCW (Fig. $9(b)$ ). As before, the secondary flow separates from the corner regions between the ICW and the top and bottom walls somewhere between the 11 deg and 22.5 deg angular position (Point $P_{1}$


Fig. 7 Schematics of various 3D flow patterns in the curved section ( 90 deg bend) of a long CACC. $R e=2017$ and $D e=1008, L_{\text {av }} / D_{h}=39.1$, $L_{\text {entry }} / D_{h}=16.1$, $L_{\text {exit }} / D_{h}=16.1, A R=2.3$, and $C R=5.6$. (a) Axial flow separation from ICW near the corner region and formation of a separation bubble, and (b) base vortex and other Dean vortices, such as corner region Dean vortex, ICW Dean vortex, and OCW Dean vortex.
in Fig. $9(c))$ and follows separation line $S_{2}$ all the way to the end of the curved section. Between positions $P_{2}$ and $P_{3}$ (inset A of Figs. $9(a)$ and $9(c))$, the axial flow also separates. The overall flow field in the corner region consists of the corner region Dean vortex and a separation bubble, similar to that sketched in Fig. 7(a).

Flow in the diverging section of the VACC, i.e., between the angular positions $0-45 \mathrm{deg}$, is significantly different from that of the CACC. The first noticeable effect of the variable $\mathrm{c} / \mathrm{s}$ area is near the OCW, just after the flow enters the curved section. The inset of Fig. 9(b) shows that at the top half of the channel some of the oil flow lines are upwards and backward. The upward flow is indicative of conformal secondary flow at OCW, while the backward flow is due to axial flow separation. The separated axial flow and the conformal secondary flow lead to combination C , which leads to the formation of a base vortex, but of a different structure. Figure $10(a)$ shows a sketch of this base vortex structure. Figure $9(b)$ shows that the axial flow separation initially starts near the top and bottom walls, and gradually expands toward the center (angular position $P_{4}$ ), along the separation line $S_{3}$. From the angular position of $P_{5}$ on the centerline, the axial flow starts to reattach to the wall along attachment line $A_{2}$. The reattachment is triggered by separation of the axial flow from the ICW (discussed later), which pushes the fluid back toward the OCW.

In Fig. $9(a)$, two angular positions $P_{6}$ and $P_{7}$ are identified on the ICW. Between these two points, a series of oil flow lines originate from the centerline and flow backward and toward the top and bottom of the channel. This is a result of both the secondary and axial flow separation from ICW, along separation line $S_{4}$. The axial and secondary flow separation, or combination D , leads to the formation of a closed separation bubble near ICW that extends from just before the 22.5 deg position to angular position $P_{7}$, just after the 45 deg location. Figures $8(b)$ shows the presence of this separation bubble near ICW. The separation bubbles at the top and bottom of the channel are not symmetric heightwise. This is due to asymmetry in the boundary condition, discussed earlier. Flow from the two separation bubbles at the top and bottom of the channel forms attachment line $A_{3}$ on ICW (Fig. 9(a)), which significantly deviates from the midheight centerline. The oil flow lines in Fig. $9(a)$ show that the flow structure within this separation bubble is extremely complicated. Apparently there are multiple recirculation cells within the separation bubble. Figure $10(b)$ shows a schematic of the separation, based on the preliminary interpretation of these oil flow lines.

Another noticeable difference between the CACC and VACC is the pattern of secondary flow near OCW, particularly in the converging section (45-90 deg). In the CACC, the secondary flow

Table 2 Summary of flow pattern along the 90 deg bend of two long curved channels, (a) CACC and (b) VACC. $R e=2017$ and $D e=1008, A R=2.3, C R=5.6, L_{\text {av }} / D_{h}=39.1, L_{\text {entry }} / D_{h}=16.1$, and $L_{\text {exit }} / D_{h}=16.1$.

from OCW to ICW was triggered by an imbalance in the radial pressure gradient $(\partial P / \partial r)$ within the boundary layers near the top and bottom of the channel. As a result, the secondary flow from OCW to ICW occurred predominantly within this boundary layer and the flow returned to OCW over rest or most of the $\mathrm{c} / \mathrm{s}$ area. On the other hand for a VACC, the continually changing geometry along the length introduces an inherent radial velocity component toward ICW. As a result, the secondary flow from OCW to ICW occurs over the entire channel height (see Figs. 8(c)-8(e) and compare with Figs. 5(d) and 5(e)). An additional pressure gradient from the top and bottom of the channel toward the center is also formed near OCW $(\partial P / \partial z)$. The combined effect of these two pressure gradients is a split of the secondary flow into two streams, shown in Figs. 8(c)-8(e). One remains confined close to the top or bottom wall, similar to the traditional base vortex discussed for CACC. The other branch flows over the rest of the $\mathrm{c} / \mathrm{s}$ area toward ICW. This part of the secondary flow leads to the formation of another vortex shown in the schematic of Fig. 10(c). Since this vortex arises from a conformal secondary flow, it is not a Dean vortex. We name it split base vortex. The branch-off starts somewhere between the 45 deg and the 56 deg location, generating a separation line $S_{5}$ on OCW (Fig. $9(b)$ ). Therefore the midheight centerline of OCW must transition from an attachment line $A_{1}$ in the diverging section to a separation line $S_{6}$ in the converging section. Although the position of this transition cannot be precisely located from the current data, we tentatively mark a point $P_{8}$ in Fig. $9(b)$, the angular position of which is coincident with the inception of $S_{5}$.

The axial flow encounters a favorable pressure gradient in the converging section and reattaches to the ICW at angular position $P_{7}$, just after the 45 deg location. The split base vortex starts to form around the same location. The split base vortices from the top and bottom of the channel meet at attachment line $A_{3}$, around the midheight centerline. The structure of the ICW and OCW Dean vortices appear very similar to those in the CACC, with a few exceptions. Unlike CACC where the ICW Dean vortices form early in the curved channel, in VACC they appear only near 56 deg angular position. It is sandwiched between the split base vor-
tex and the base vortex, within the boundaries of attachment line $A_{4}$ and separation line $S_{7}$. The onset of the OCW vortex is also delayed (beyond 79 deg ) due to the existence of split base vortex, unlike CACC where the OCW vortex appears just after the 45 deg angular position. Along the outer curvature wall, since the flow direction of OCW vortex is similar to that of split base vortex, there is no additional attachment or separation line on OCW (other than $S_{5}$ ) due to this Dean vortex. This is another noticeable difference with CACC (compare Fig. 9(b) with Fig. 6(b)).

The evolution of the complex flow structures in a VACC and its difference with CACC are summarized in Table 2. Before closing this discussion, it is important to re-emphasize that some features of the complex flow structures is not yet well understood. Further studies are much needed to shed light on those aspects.

## 9 Long VACC: Effect of Flow Velocity

The in-plane velocity vector plots in Figs. 11(a)-11(c), and Fig. 8(e) show the secondary flow structures at the outlet of the curved section ( 90 deg angular position) of a VACC, for various inlet flow velocity $\left(V_{i}\right)$ conditions. As before, these vector plots are color coded by the dimensionless velocity (local velocity $V / V_{i}$ ). At the lowest inlet velocity condition of $R e=183$ and $D e=91.5$ (Fig. 11(a)), only the base vortex appears, characterized by a pair of counter-rotating, recirculating cells covering the entire $\mathrm{c} / \mathrm{s}$ area of the channel. With increasing axial flow rate (thus $R e$ and $D e$ ) as the boundary layer thickness decreases, the secondary flow from OCW to ICW, and thus the base vortex, gets confined toward the top and bottom walls, as seen in Figs. 11(b) and 11(c). The thinner boundary layer also progressively lowers the maximum dimensionless velocity in that cross section. At $R e=366$ and $D e=183$ in Fig. 11(b), two additional pairs of vortices are observed, which are Dean vortices by definition. They are identified as the ICW Dean vortex and the corner region Dean vortex. Further calculations show that the critical Dean number ( $D e_{\text {crit }}$ ) marking the onset of the Dean vortices is 129 . At the onset condition, the first Dean vortex appears near the ICW. Since this is the first study of a VACC, these results cannot be directly compared with any of the


Fig. 8 Formation of secondary flow at various angular positions along a 90 deg bend of a long (diverging-converging) VACC. $R e=2017$ and $D e=1008$ based on uniform flow velocity $\left(V_{i}\right)$ and hydraulic diameter $\left(D_{h}\right)$ at channel inlet, and properties at average temperature $\left[T_{\mathrm{av}}=\left(T_{i}+T_{w}\right) / 2\right] . L_{\mathrm{av}} / D_{h}=39.1$, $L_{\mathrm{entry}} / D_{h}=16.1$, and $L_{\text {exit }} / D_{h}=16.1$. $A R=2.3, C R=5.6$. Views: (a) angular position 11 deg, (b) $22.5 \mathrm{deg},(c) 56 \mathrm{deg}$, $($ d $) 67.5 \mathrm{deg}$, and $(e) 90 \mathrm{deg}$ outlet from the curved portion of the channel or beginning of the straight constant c/s area exit channel.
existing literature. Therefore, we also calculated the $D e_{\text {crit }}$ value for a long CACC, which is 165 . This is in the same ballpark range of results shown in Fig. 4 and the experimental literature [6]. In Fig. 4, we reported the $D e_{\text {crit }}$ values for a long CACC at the end of a 180 deg bend. For $A R=2.5$ and $C R=5$, the calculated $D e_{\text {crit }}$ value was 212 . The difference in the calculated $D e_{\text {crit }}$ value between Fig. 4 and the present case (212 and 165, respectively) can be attributed to multiple factors, such as: (a) the flow entering the curved section in Fig. 4 and in Ref. [6] is fully developed, while the present case is not; (b) the $A R$ and $C R$ values used in the validation case of Fig. 4 and the present problem are close but different; and (c) the validation calculations are isothermal, whereas temperature dependent properties are used here.

A comparison of the CACC and VACC results reveals that the later has a lower $D e_{\text {crit }}$ value. This is due to the accelerating flow in the converging section of the VACC that leads to a stronger secondary flow compared with that in the CACC. The $D e_{\text {crit }}$ value of 129 also marks the onset condition of split base vortex. The radial pressure gradient $(\partial P / \partial r)$ remains unbalanced over the entire channel depth. As a result, secondary flow from the OCW to the ICW occurs over the entire channel height and the flow splits into two streams. At low axial velocity, e.g., $D e=183$ in Fig.
$11(b)$, the split in base vortex occurs very close to the centerline (heightwise). With increasing axial flow velocity, the location of the split shifts away from the centerline and the split base vortex covers a wider area of the channel. At $D e=366$ in Fig. $11(c)$, an early sign of formation of another pair of Dean vortex at the OCW is also observed. The OCW Dean vortex grows in size with increasing $D e$, as seen in Fig. 8(e), ( $D e=1008$ ).

## 10 Short VACC: Flow Pattern

In a short channel that has no entry and exit lengths, uniform flow enters the curved section at 0 deg angular position and leaves the channel at the 90 deg position to an ambient pressure outlet boundary condition. It is important to emphasize at this point that the secondary flow structure and pressure drop (discussed later) in a short channel is highly dependent on the inlet boundary condition. In reality, the flow entering the short channel of the heat sink (Fig. 1) is neither uniform nor fully developed. Therefore, the present results for short channel geometry should be treated in a qualitative sense that underscores the role of curvature and variable $\mathrm{c} / \mathrm{s}$ area by comparing various geometric configurations, such


Fig. 9 Oil flow lines on the curved section (90 deg bend) of a long VACC. $R e=2017$ and $D e=1008, L_{\mathrm{av}} / D_{h}=39.1, L_{\mathrm{entry}} / D_{h}=16.1$, $L_{\text {exit }} / D_{h}=16.1$. $A R=2.3$, and $C R=5.6$. (a) ICW or concave wall, (b) OCW or convex wall, and (c) TW. All views are looking into the wall from front.
as CACC, VACC, and CASC. The specific quantitative values shown here may not quite represent the real condition.

Figure 12 shows the nondimensional, in-plane velocity vector plots of secondary flow at various angular positions. Since the flow outlet is at 90 deg, we show the secondary flow at a plane just upstream, at the 89 deg position. Even though the geometry of the short channel is exactly same as that of the curved portion of the long channel, the flow pattern is significantly different (compare Fig. 12 with Fig. 8). This is mainly due to the boundary layer thickness. Uniform flow entering the short, curved channel forms a much thinner boundary layer compared with the long channel with an entry length $\left(L_{\text {entry }} / D_{h}\right)$ of 16.1, discussed earlier. As a result, the main secondary flow from the OCW to ICW, that forms the base vortex, remains confined close to the top and bottom walls.

In addition to the base vortex, a few other flow features are similar to those for the long channel. For example, (a) The corner region Dean vortex in the ICW and top/bottom wall corner is
formed here too, although it is much smaller in size and appears further downstream (near 45 deg position as observed in Fig. 12(c)). (b) The oil flow lines (not shown here) indicate that the axial flow separation from $O C W$ is observed here also, although only over a short length along the curved wall, between the 22.5 deg and 34 deg angular positions (Fig. 12(b)). (c) Splitting of secondary flow from OCW to ICW in two streams, one toward the top/bottom walls, and another toward the centerline. However, in the present case the splitting starts before the 45 deg angular position. (d) Formation of a pair of OCW Dean vortex near the centerline (Fig. 12(e)), just before the flow exit.
There are two noticeable differences between the flow pattern of the long and short channels. For example, (a) Formation of the additional recirculation cell near OCW at the 45 deg angular position (Fig. 12(c)). An investigation of the oil flow lines indicate that this is an OCW Dean vortex that originates just downstream of the 34 deg position and terminates on the wall between the 56 deg and 67.5 deg positions. (b) For the short channel, there is no


Fig. 10 Schematics of various 3D flow patterns in the curved section ( 90 deg bend) of a long VACC. $R e=2017$ and $D e=1008, L_{\mathrm{av}} / D_{h}=39.1$, $L_{\text {entry }} / D_{h}=16.1, L_{\text {exit }} / D_{h}=16.1$. $A R=2.3$, and $C R=5.6$. (a) Axial flow separation near OCW and the resulting base vortex structure at the early part of the curved channel, (b) axial and secondary flow separation from ICW, and formation of closed separation bubble, and (c) base vortex, split base vortex, and multiple Dean vortices at the converging section of the channel.
axial flow separation from ICW in the diverging section, or secondary flow separation from ICW in the converging section. As a result, Fig. 12 does not show an ICW Dean vortex and separation bubble which were observed in Fig. 8.

The effect of flow velocity $(D e)$ on the formation of secondary flow has also been investigated. The generic conclusions are very similar to that of a long channel. At the lowest velocity condition
of $D e=92$, only the base vortex appeared in the channel. The onset of additional secondary vortices occurs at $D e_{\text {crit }}=129$, same as that of the long channel. However, here the onset occurs in the corner region.

To summarize, the secondary flow in the short, variable c/s area, curved channel is predominantly characterized by the base vortex and the split base vortex. The Dean vortices are smaller in


Fig. 11 Effect of axial flow velocity ( $R e$ and $D e$ ) on the growth of secondary flow at the curvature outlet (at the 90 deg bend) of a long VACC. $L_{\mathrm{av}} / D_{h}$ $=39.1, L_{\text {entry }} / D_{h}=16.1, L_{\text {exit }} / D_{h}=16.1 . ~ A R=2.3$, and $C R=5.6$. (a) $R e=183$, $D e$ =92; (b) $R e=366, D e=183$; and (c) $R e=732, D e=366$. $R e$ and $D e$ are based on uniform inlet flow velocity $\left(V_{i}\right)$, hydraulic diameter $\left(D_{h}\right)$ at channel inlet, and properties at average temperature $\left[T_{\mathrm{av}}=\left(T_{i}+T_{w}\right) / 2\right]$.
size and often localized, i.e., they do not cover the entire length of the curved section.

## 11 Pressure Drop and Friction Factor

Pressure drop between the channel inlet and exit $(\Delta P)$ is represented in a dimensionless form of friction factor $f$, defined as

$$
\begin{equation*}
f=\frac{\Delta P}{\frac{1}{2} \rho V_{i}^{2}} \frac{D_{h}}{4 L} \tag{1}
\end{equation*}
$$

The effects of flow velocity $\left(V_{i}\right)$ and channel geometry (curvature and variable $\mathrm{c} / \mathrm{s}$ area effect) on $f$ are investigated. For the long channel $\Delta P$ includes pressure drop over the entire length ( $L_{\text {entry }}, L_{\text {curv }}$, and $L_{\text {exit }}$ ), while for the short channel it is over $L_{\text {curv }}$ only. For both the long and short channels, three different geometric configurations are investigated: the CASC, the CACC, and the VACC. Traditionally for developing flow, the product of friction factor and Reynolds number ( $f R e$ ) is plotted against the axial location $x$, expressed in dimensionless form as $x^{+}=x /\left(D_{h} R e\right)$.

Figures $13(a)$ and $13(b)$ show the variation of $(f R e)$ as a function of the dimensionless total channel length ( $L^{+}=L /\left[D_{h} R e\right]$ ), respectively, for the long and short channel. Since $D_{h}$ and $L$ are constant, $L^{+}$essentially represents the effect of Re or inlet flow velocity $\left(V_{i}\right)$. The ( $f R e$ ) curves for CASC in Fig. 13 closely follow the standard results of the well established literature, such as [15]. The slight difference of actual $(f R e)$ values are possibly due to the use of temperature dependent properties in the present calculation.
It is well known (e.g., review in Ref. [16]) that the formation of secondary flow in a curved channel creates higher $\Delta P$ (and thus $f$ ), compared with that in a straight channel of the same length. Consistent with the prior literature, Figs. 13(a) and $13(b)$ show that ( $f R e$ ) for CACC is always higher than that for CASC. In case of VACC, the velocity boundary layer thickness increases in the diverging section ( $0-45 \mathrm{deg}$ ), the axial flow slows down, and pressure increases in the downstream direction (pressure recovery). In the converging section ( $45-90 \mathrm{deg}$ ) as the flow accelerates, velocity boundary layer starts to decrease in the downstream direction and $\Delta P$ increases. On the whole it can be argued that

(e)

Fig. 12 Formation of secondary flow at various angular positions along a 90 deg bend of a short VACC. $R e=2017$, and $D e=1008, L_{\mathrm{av}} / D_{h}=6.8, L_{\text {entry }} / D_{h}$ $=L_{\text {exit }} / D_{h}=0, A R=2.3$, and $C R=5.6$. View (a) angular position 11 deg , (b) 37 deg , (c) 45 deg , (d) 67.5 deg , and (e) 89 deg , just prior to the channel and curvature outlet.


Fig. 13 The effects of flow velocity and channel geometry on the pressure drop ( $\Delta P$ ) between the channel inlet and outlet. Pressure drop expressed in dimensionless form as product of friction factor and Reynolds number ( $f$ Re), and velocity as $L^{+}$. (a) Long channel and (b) short channel.
over the curved length $\left(L_{\text {curv }}\right)$, the average flow area for VACC is greater than that of the CACC. Therefore, the $\Delta P$ for the former is expected to be lower than its constant area counterpart, as observed in Fig. 13.

Comparison of the short length VACC with CASC in Fig. 13(b) is quite striking. $\Delta P$ or $(f R e)$ for VACC is even less than that for CASC. This is quite counter intuitive considering the presence of secondary flow in the curved geometry. At the highest flow rate condition of $R e=2017$ (corresponding $L^{+} \sim 0.004$ ), ( $f R e$ ) for VACC is $\sim 25 \%$ lower than that of CASC. Evidently, the results suggest that the area expansion effect overwhelms the secondary flow effect. An order of magnitude, scaling analysis of $\Delta P$ can provide a reasonable explanation of this phenomenon. The inplane velocity vector plots in Fig. 12 show that even though the secondary flow takes place over the entire channel $\mathrm{c} / \mathrm{s}$ area, the velocity boundary layer of the axial (bulk) flow is very thin. As a result, the axial flow is uniform over most of the channel $\mathrm{c} / \mathrm{s}$ area. Short CACC and CASC also show a similar pattern. Therefore for a short channel, $\Delta P$ should scale with the pressure drop in the core (uniform) flow area, or the difference in kinetic energy between the channel inlet and exit, i.e., $\Delta P \sim\left(V_{\max }{ }^{2}-V_{i}^{2}\right)$, where $V_{\max }$ is the maximum velocity at the channel exit. For the three geometric cases shown in Fig. 13(b), at $R e=2017, V_{\max } / V_{i}$ values are $1.43,1.39$, and 1.30 , respectively, for CACC, CASC, and VACC. Figure $13(b)$ shows that at any $R e,(f R e)$ follows the decreasing trend in the same order. Based on the above $V_{\max }$ val-
ues, the ratio of $\Delta P_{\mathrm{VACC}} / \Delta P_{\text {CASC }}$ should be $\sim 0.74$. The scaling analysis estimate is strikingly close to the actual ratio shown in Fig. 13(b) for $R e=2017$.

A similar scaling analysis cannot be applied to the long channel, though. Figures 5 and 8 show that the boundary layer thickness at various angular positions of the curved section can be as high as $b / 2$, or more. This indicates that the viscous effect is dominant in such flow and $\Delta P$ should scale with the viscous stress, i.e., $\Delta P / L \sim \mu U_{\max } / \delta^{2}$, where $\delta$ is the velocity boundary layer thickness. However, since the flow is developing throughout the channel length, $\left(U_{\max } / \delta^{2}\right)$ is a variable parameter, and thus hard to estimate from a simple scaling analysis. A better insight into the results of Fig. 13(a) is obtained by looking into the pressure drop at individual length segments ( $L_{\text {entry }}, L_{\text {curv }}$, and $L_{\text {exit }}$ ). It turns out that for all the three geometric configurations, nearly $50 \%$ or more of the total channel $\Delta P$ occurs in the inlet section, over the length $L_{\text {entry }}$. Only $12-15 \%$ of the total pressure drop takes place over $L_{\text {curr. }}$. The difference in overall $\Delta P$ is created over the exit length $\left(L_{\text {exit }}\right)$. Since the secondary flow generated in the curved section continues into the exit length, $\Delta P$ over $L_{\text {exit }}$ is significantly higher for both the curved channels (CACC and VACC), compared with that for the straight channel (CASC). This explains why ( $f R e$ ) for CACC and VACC are both higher than that of CASC, unlike the results for short channel.

For the short channel, we concluded that the area expansion effect in a VACC is the dominant factor that dictates the $\Delta P$, which is even lower than that in a CASC. To judge how much of this conclusion is affected by the uniform velocity inlet boundary condition, we investigated the $\Delta P$ over the length of the curved section ( $L_{\text {curv }}$ ) only, in the long channel. Here the flow entering the curved section is partially developed. We observed a similar trend, i.e., $\Delta P_{\mathrm{VACC}}<\Delta P_{\mathrm{CASC}}<\Delta P_{\mathrm{CACC}}$. However the ratio is different. For example, for the highest flow rate condition of $R e$ $=2017, \Delta P_{\mathrm{VACC}} / \Delta P_{\mathrm{CASC}}$, and $\Delta P_{\mathrm{CASC}} / \Delta P_{\mathrm{CACC}}$ over the length $L_{\text {curv }}$ of a long channel are 0.96 and 0.79 , respectively, compared with 0.75 and 0.87 for a short channel. Thus, the conclusion is valid irrespective of the inlet boundary condition, but the relative magnitude changes.
In closing, it is important to re-emphasize that the flow and pressure drop characteristics presented in this article are for a specific channel geometry picked for this study. The geometric features, such as channel lengths $\left(L_{\text {entry }} / D_{h}, L_{\text {curv }} / D_{h}\right.$, and $\left.L_{\text {exit }} / D_{h}\right)$, curvature ratio $(C R)$, aspect ratio $(A R)$, variable c/s area ratio $\left(b_{\max } / b\right)$, etc., all play important roles in governing these characteristics. Therefore, a further parametric study illustrating the role of these geometric features is much needed.

## 12 Conclusion

Variable cross-sectional area curved flow passages are formed between two fin walls of curved fin heat sinks used in avionics electronics cooling. This article presents a 3D computational model of developing laminar air flow through such a flow passage with a 90 deg bend. The $\mathrm{c} / \mathrm{s}$ area at the curvature inlet and outlet are the same. In between, the channel width first increases and then decreases along the length of curvature, making it a diverging-converging curved channel. The area expansion ratio is 1.5 , while the channel aspect ratio, based on the constant channel height and width at the flow inlet, is 2.3. Simulations are carried out for two geometric configurations: (a) a curved channel with long, straight, constant $\mathrm{c} / \mathrm{s}$ area inlet and outlet sections (entry and exit lengths), identified as a long channel; and (b) a curved channel with no entry or exit length, termed as a short channel. The computational flow visualization at various $\mathrm{c} / \mathrm{s}$ areas and different flow rates reveals the formation of secondary flow, the separation and attachment of the axial and secondary flow from/to various channel walls, and the resulting growth of multiple vortices. The roles of the channel inlet flow velocity and channel geometry,
specifically the area expansion and contraction effect, on flow pattern and pressure drop are investigated. Some of the specific conclusions are as follows.

- For a constant $\mathrm{c} / \mathrm{s}$ area curved channel, flow in the curved section consists of a pair of base vortices, and three sets of Dean vortices, at the inner curvature (concave) wall, the outer curvature (convex) wall, and at the corner of top/ bottom wall and the concave wall.
- The flow pattern is significantly more complex in case of a variable $\mathrm{c} / \mathrm{s}$ area (diverging-converging) curved channel. The secondary flow splits in two streams, creating a split base vortex, in addition to the traditional base vortex. Similar to the constant $\mathrm{c} / \mathrm{s}$ area curved channel, three sets of Dean vortices are also observed here. The expanding geometry at the diverging section of the curved channel also leads to axial flow separation both from the inner and outer curvature walls, and formation of local separation bubbles.
- For both the long and short channels, only the base vortices appear at low flow velocity. There exists a critical velocity, or a critical Dean number in the dimensionless form, above which additional vortices (Dean vortices) appear in the channel. The critical Dean number is geometry dependent. For example, for a long, variable c/s area curved channel the value is 129 , compared with 165 for a constant $\mathrm{c} / \mathrm{s}$ area curved channel of the same length.
- Pressure drop for the variable $\mathrm{c} / \mathrm{s}$ area curved channel is always lower than that of its constant $\mathrm{c} / \mathrm{s}$ area counterpart, for both the long and short channels. The pressure drop characteristics in a short channel is quite counterintuitive. In spite of the presence of secondary flow in a variable $\mathrm{c} / \mathrm{s}$ area curved channel, its pressure drop is lower than even that of a straight channel.
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## Nomenclature

$$
\left.\begin{array}{rl}
A_{\mathrm{cs}}= & \text { cross-sectional area of the flow channel at any } \\
& \text { location (variable in the curved section) } \\
A R= & \text { channel aspect ratio }=H / b \\
b= & \text { channel width; variable, maximum at the } 45 \\
& \text { deg angular position from the start of the cur- } \\
& \text { vature, and for all calculations } b \text { value at the } \\
& \text { channel inlet is used }
\end{array}\right\} \begin{aligned}
C R= & \text { channel curvature ratio }=R / b \\
D e= & \text { Dean number }=R e \sqrt{ }\left(D_{h} / R\right) \\
D e_{\text {crit }}= & \text { critical Dean number for the onset of Dean } \\
& \text { vortices }=\left(V_{i, \text { crit }} D_{h} / \nu\right) \sqrt{ }\left(D_{h} / R\right) \\
D_{h}= & \text { channel hydraulic diameter at the flow inlet } \\
& =2 b H /(b+H) \\
f= & \text { friction factor }=\left(2 \Delta P / \rho V_{i}^{2}\right) \times\left(D_{h} / 4 L\right) \\
H= & \text { channel height } \\
h_{o}= & \text { overall channel heat transfer coefficient }=\text { total } \\
& \text { heat dissipated/[total channel wall surface } \\
& \text { area* } \left.\left(T_{w}-T_{i}\right)\right] \\
H_{\text {min }}= & \text { magnitude of minimum helicity at a c/s area. } \\
k_{f}= & \text { thermal conductivity of air (temperature } \\
& \text { dependent }) \\
L_{\mathrm{av}}= & \text { total channel length along the middle of the } \\
& \text { cross section }=L_{\text {entry }}+L_{\text {curv }}+L_{\text {exit }} \\
L^{+}= & \text {dimensionless channel length }=L_{\text {av }} /\left(D_{h} R e\right) \\
L_{\text {curv }}= & \text { average length of the curved section, along the } \\
& \text { middle of the cross section }
\end{aligned}
$$

```
L entry = length of the constant c/s area entrance section
        in a long channel
    L exit }=\mathrm{ length of the constant c/s area exit section in a
        long channel
    Lfd
        developed
N
            area
    Nu
    P = pressure
    R= radius of curvature of the inner curved (con-
            vex) wall
    Re = Reynolds number= V
    T = local temperature at any location
Tav,exit }=\mathrm{ area averaged temperature at the exit of the
                flow channel
        Ti}=\mathrm{ ambient temperature of the air entering the
                channel
    Tw
            walls
        V = velocity magnitude at any location
        V}=\mathrm{ uniform flow velocity at the inlet of a channel
Vi,crit }=\mathrm{ critical velocity at channel inlet for the onset
                of Dean vortices
\DeltaP= pressure drop over the entire channel length L
    \mu= dynamic viscosity of air
    \nu = ~ k i n e m a t i c ~ v i s c o s i t y ~ o f ~ a i r ~
    0= dimensionless temperature at any location=(T
                -T}\mp@subsup{T}{i}{}/(\mp@subsup{T}{w}{}-\mp@subsup{T}{i}{}
```


## References

[1] Garimella, S. V., 1996, "Enhanced Air Cooling for Electronic Equipment," Air Cooling Technology for Electronic Equipment, S. J. Kim and S. W. Lee, eds., CRC, Boca Raton, FL, Chap. 5, pp. 173-202.
[2] Carter, D. P., Crocker, M. T., Broili, B. M., Byquist, T. A., and Llapitan, D. J., 2003, "Electronics Assemblies With High Capacity Curved Fin Heat Sinks," U.S. Patent No. 6,671,172.
[3] McCormack, P. D., Welker, H., and Kelleher, M., 1970, "Taylor Goertler Vortices and Their Effect on Heat Transfer," ASME J. Heat Transfer, 92, pp. 101-112.
[4] Dean, W. R., 1928, "Fluid Motion in a Curved Channel," Proc. R. Soc. London, Ser. A, 121, pp. 402-420.
[5] Cheng, K. C., Nakayama, J., and Akiyama, M., 1977, "Effect of Finite and Infinite Aspect Ratios on Flow Patterns in Curved Rectangular Channels," Proceedings of the International Symposium of Flow Visualization, Tokyo, Japan, pp. 181-186.
[6] Sugiyama, S., Hayashi, T., and Yamazaki, K., 1983, "Flow Characteristics in the Curved Rectangular Channels (Visualization of Secondary Flow)," Bull. JSME, 26(216), pp. 961-969.
[7] Ligrani, P. M., and Niver, R. D., 1988, "Flow Visualization of Dean Vortices in a Curved Channel With 40 to 1 Aspect Ratio," Phys. Fluids, 31(12), pp. 3605-3617.
[8] Cheng, K. C., and Akiyama, M., 1970, "Laminar Forced Convection Heat Transfer in Curved Rectangular Channels," Int. J. Heat Mass Transfer, 13, pp. 471-490.
[9] Ghia, K. N., and Sohkey, J. S., 1977, "Laminar Incompressible Viscous Flow in Curved Ducts of Rectangular Cross-Section," ASME J. Fluids Eng., 99, pp. 640-648.
[10] Humphrey, J. A. C., Taylor, A. M. K., and Whitelaw, J. H., 1977, "Laminar Flow in a Square Duct of Strong Curvature," J. Fluid Mech., 83(3), pp. 509527.
[11] Hwang, G. J., and Chao, C.-H., 1991, "Forced Laminar Convection in a Curved Isothermal Square Duct," ASME J. Heat Transfer, 113, pp. 48-55.
[12] Chandratilleke, T. T., and Nursubyakto, 2003, "Numerical Prediction of Secondary Flow and Convective Heat Transfer in Externally Heated Curved Rectangular Ducts," Int. J. Therm. Sci., 42, pp. 187-198.
[13] Beavers, G. S., Sparrow, E. M., and Magnuson, R. A., 1970, "Experiments on Hydrodynamically Developing Flow in Rectangular Ducts of Arbitrary Aspect Ratio," Int. J. Heat Mass Transfer, 13, pp. 689-702.
[14] 2006, fluent 6.3 User's Guide, Lebanon, NH.
[15] Curr, R. M., Sharma, D., and Tatchell, D. G., 1972, "Numerical Prediction of Some Three-Dimensional Boundary Layers in Ducts," Comput. Methods Appl. Mech. Eng., 1, pp. 143-158.
[16] Ebadin, M. A., and Dong, Z. F., 1998, "Forced Convection, Internal Flow in Ducts," Handbook of Heat Transfer, 3rd ed., W. M. Roshenow, J. P. Hartnett, and Y. I. Cho, eds., McGraw-Hill, New York, Chap. 5.

## D. C. Langer

B. A. Fleck
e-mail: brian:ficereulaberta.ca

## D. J. Wilson

Department of Mechanical Engineering, University of Alberta, Edmonton, AB T6G 2G8, Canada

# Measurements of a Wall Jet Impinging Onto a Forward Facing Step 


#### Abstract

This study examines a horizontal wall jet impinging onto a forward facing vertical step in a cross-flow. Planar laser induced fluorescence (PLIF) experiments in a $68 \times 40 \mathrm{~mm}^{2}$ water channel indicate how the wall-jet flow after impinging onto the step becomes a vertical jet with an elliptical cross section. This study proposes predictive empirical correlations for the aspect ratio and perimeter of the jet's elliptical cross section based on the step geometry and the inlet flow conditions. A numerical model is also presented, which was produced from a commercial Reynolds averaged Navier-Stokes computational fluid dynamics (CFD) code with the $k-\epsilon$ closure model. The experimental results were well represented by correlations for the perimeter $P$ and aspect ratio $S$ using the parameters $H$ (the step height), $L_{\circ}$ (the distance from the jet represented as a point source to the step), and $R$ (the velocity ratio). The CFD simulation was able to predict the trends in the perimeter (under different conditions), aspect ratio, and the shape of the concentration profile, but overpredicted the jet's perimeter by approximately $50 \%$. The results of these tests are required as input parameters when modeling jet trajectories.
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## 1 Introduction

This study examines the flow field, which occurs when a wall jet impinges normally onto a forward facing step and is then deflected into a cross-flow. This geometry has not been examined in the literature and later may be found to have applications for other mixing or dispersion studies. The preliminary motivation for studying this geometry was given by Wilson [1], who examined the dispersion of gases released from pipeline ruptures. Underground pipelines can carry high concentrations of dangerous fluids such as sour gas or natural gas. Occasionally these pipes fail, leading to the release of significant quantities of toxic or flammable gasses. The rupture of a buried pipe produces a crater, where the gas is released at high velocities and impinges onto the crater wall. The interactions between the jet and the crater lead to significant spreading and momentum losses in the jet, which can drastically change the rate of dilution of the released gases in the surrounding air. These ruptures can produce significant ill-effects to the environment and danger for the populous surrounding the rupture area. The ability to model the concentration distributions of the pollutant within the atmosphere allows for safe placement of toxic gas pipelines and proper emergency response in the event of a poisonous gas release [1]. Through better understanding the shape and size of the jet entering into the cross-flowing fluid, better predictions of the jet's behavior can be made. The results of this study could be used with Wilson's model [1] and be incorporated into hazard assessment models to more accurately determine the dispersion of hazardous pollutants after a pipeline rupture.

Planar laser induced fluorescence (PLIF) measurements were used for both flow visualization and to measure the concentration profiles within the jet [2]. The vertically deflected jet above the step was studied to determine the shape of the jet entering into the cross-flow. In preliminary experiments it was found that the jet exiting the step was elliptical in nature, and the aspect ratio was dependent on the jet velocity $\left(V_{\text {jet }}\right)$, cross-flow velocity $\left(V_{\infty}\right)$, step height $H$, and the distance from the step to the jet $L$. This study

[^3]aims to determine how these parameters influence the shape and behavior of the jet as it is deflected into the cross-flow. Future work will study the elliptical jet as it enters the cross-flow to predict the jet's trajectory based on the shape of the ellipse and other parameters.

CFD simulations were also undertaken to determine the feasibility of using numerical methods to predict the behavior of the flow. These simulations were modeled using ansys-cFX (which solves the Reynolds averaged Navier-Stokes (RANS) equations) with a standard $k-\epsilon$ turbulence model. The $k-\epsilon$ model has been used by several researchers to simulate the flow of free jets [3] and impinging jets [4]. It is also a model, which is computationally inexpensive and robust, allowing for a variety of parameters to be tested. This combination of experimental and CFD results provides insight into the study of this novel geometry under several different flow conditions.

## 2 Experimental Method

Experiments were performed in the recirculating water channel facility at the University of Alberta [5-7]. The facility consists of a 5.24 m long rectangular channel with a cross section measuring $47 \times 68 \mathrm{~cm}^{2}$ with a water depth of 40 cm . A centrifugal pump with a variable outlet diameter was used to control the velocity of the cross-flow, which was varied from $0.041 \mathrm{~m} / \mathrm{s}$ to $0.081 \mathrm{~m} / \mathrm{s}$, producing Reynolds numbers (based on hydraulic diameter) ranging from $2 \times 10^{4}$ to $4 \times 10^{4}$. A turbulent boundary layer shear flow was developed in the channel using a grid composed of square aluminum tubes, a sawtooth trip fence, and roughness elements composed of a 1.27 mm diamond shaped steel mesh attached to acrylic panels on the bottom of the water channel. The shear flow used in this experiment was measured [5] and was found to produce conditions similar to the atmospheric boundary layer.
The experimental test section consisted of the jet tube and step shown in Fig. 1 and was located 3 m from the channel inlet. The jet consisted of a $1.11 \mathrm{~m}(126 d)$ long brass tube with an inner diameter of 8.75 mm , which was made from the jet tube and turbulence generator used by Johnston and Wilson [7] with a 1 m extension tube attached to the end. This ensured that the vertical inlet tube did not significantly effect the cross-flow, and that there was fully developed turbulent flow within the pipe at the exit. The

Cross-flow velocity, $V_{\infty}$


Fig. 1 Schematic of the test section. The step height $(H)$, the effective distance ( $L$ ), and the velocity ratio ( $R=V_{\text {iet }} / V_{\infty}$ ) were varied for the parametric study. The shape of the cross section perpendicular to the direction of the jet is shown at three locations: the pipe exit (a), the top of the step (b), and downstream of the step (c). The round jet flattens at the step (b) and forms a high aspect ratio ellipse which then "rolls-up" to become more circular.
pipe was mounted flush with the grid on the bottom of the channel, producing a wall jet, which was centered midway across the water channel. Based on the logarithmic fit to the velocity profile performed by Hilderman and Wilson [5], the boundary layer thickness of the cross-flow at the jet exit location was calculated to be approximately $15 \mathrm{~mm}(2 d)$. A more detailed explanation of the cross-flow is provided by Hilderman and Wilson [5]. Dyed water for the jet was stored in a 751 tank, which was maintained at 2.1 bars, and was connected to the pipe using flexible tubing. Water from the jet and channel were of equal temperature, preventing any buoyancy effects. The velocity of the jet was controlled using a needle valve and a rotameter giving average jet velocities of $0.47 \mathrm{~m} / \mathrm{s}, 0.78 \mathrm{~m} / \mathrm{s}$, and $1.10 \mathrm{~m} / \mathrm{s}$. This corresponded to pipe Reynolds numbers based on diameter of $4.1 \times 10^{3}$, 7.0 $\times 10^{3}$, and $9.6 \times 10^{3}$. The step was constructed from a 1.2 m long sheet of black acrylic, which covered the entire width of the water channel. The height of the step was adjusted by adding strips of 1.27 cm thick acrylic (which ensured that the step remained of uniform height) and was set at $2.54 \mathrm{~cm}, 3.81 \mathrm{~cm}$, and 5.08 cm . The front surface was perpendicular to the floor of the water channel and parallel to the face of the jet tube outlet. The jet outlet was located $5 d, 9 d$, and $15 d$ from the step $(43.75 \mathrm{~mm}, 78.75 \mathrm{~mm}$, and 131.25 mm ).

Measurements were taken to determine the shape of the jet leaving the step (with illumination in planes parallel to the water channel floor). The system was composed of a 4 W Coherent Innova 70 argon-ion laser, steering optics, a Powell lens, and a 12-bit Cooke SensiCam CCD camera. The laser was run in single line mode, producing a single beam at 488 nm , with a rated power of 2.1 W . The beam was passed through a focusing lens, decreasing the thickness of the laser sheet at the center of the water channel to approximately 1 mm . It was then steered by two mirrors into a 30 deg Powell lens [8]. The laser sheet was used to illuminate fluorescein sodium salt $\left(\mathrm{C}_{20} \mathrm{H}_{10} \mathrm{Na}_{2} \mathrm{O}_{5}\right)$, which was premixed in the jet tank at a concentration of $0.20 \pm 0.02 \mathrm{mg} / 1$. The absorption peak for this dye is approximately 488 nm , and the emission peak is at 515 nm [2]. A number 12 Kodak wratten gelatin filter was placed in front of the camera to effectively attenuate the diffracted and reflected laser light from the recorded images. The filter was rated to have zero transmittance at 488 nm and approximately $25 \%$ transmittance at 515 nm (the wavelength of peak fluorescence emission). The camera was oriented (effectively) perpendicular to the laser sheet and focused using a 75 mm Cosmicar TV zoom lens. The resolution of the images was found to be $0.25 \mathrm{~mm} /$ pixel. The experimental signal to noise ratio was


Fig. 2 Schematic of the experimental apparatus. The laser beam is steered into a cylindrical focusing lens through the use of two focusing mirrors. The beam then travels into a Powell lens forming a laser sheet. The camera is oriented perpendicularly to the laser sheet and located above the water channel. A sheet of glass is used at the top of the water surface to remove the distortions caused by waves within the channel.
approximately 50 in the areas of high concentration, and 15 in the areas of lower concentrations. A schematic of the experimental optics and measurement apparatus is shown in Fig. 2. More detailed information regarding the optical setup is given by Torres [9].

Calibration was required to remove the effects of the nonuniformity of the laser sheet's light intensity, which were caused by the spreading of the laser, the profile produced by the Powell lens, the operating mode of the laser, and the heterogeneous CCD sensitivity. The nonuniformities in the light sheet and camera array sensitivity were factored into the daily calibration using a method similar to that of [5] but assuming a linear concentrationfluorescence relationship [2]. For each inlet condition, 500 images were acquired at a rate of 7.6 frames per second (FPS) with an exposure time of 10 ms . These conditions produced measurement times of 65.8 s . Background measurements were taken before and after the jet measurements to determine the buildup of dye in the water channel. In all cases this buildup was found to be less than $1 \%$ of the peak concentration. For each experiment, jet images were processed and converted to an average concentration image.

The laser sheet was positioned parallel to the floor of the water channel, with its center 2 mm above the top of the step. Images were taken with the camera perpendicular to the laser sheet to show the cross section of the jet. An example of a single image is shown in Fig. 3. Images were processed to produce an average image, as shown in Figs. 4, parts a and b. As can be seen in the figures, the jet at this location resembles a high aspect ratio elliptic jet. As such, the size and shape of the jet were characterized by two measurements, the jet's depth (along the original jet axis) and the jet's width (perpendicular to the original jet axis). The ellipse was defined as the contour line, which encompassed $70 \%$ of the maximum measured concentration within the measurement plane. This 70\% contour was determined based on experimental results, as it was the contour, which gave the best representation of the shape of the vertical jet entering the cross-flow for all of the flow conditions tested. It was found that for concentrations less than $70 \%$, the size of the contour varied significantly due to the fluid entrainment at the boundaries of the jet. At concentrations greater than $70 \%$, the shape of the contours was found to be dominated by local maxima and did not have a repeatable shape. To minimize the effects of noise in the measurement of the maximum concentration, the 30 pixels with the highest concentration were averaged to determine the maximum. These points typically had a standard


Fig. 3 Single experimental image of the concentration profile within the jet. A linear concentration scale is shown in (a) and a sawtooth scale used to emphasize the structures apparent in the jet is shown in (b). The cross-flow moves from left to right, with the jet fluid moving out of the page. The step is located at 0 mm .
deviation of less than $1 \%$ of their mean. Once the maximum value was determined, a Gaussian fit was used along each row and column, with a threshold value of $60 \%$ of the peak. The two intersections of each Gaussian curve with the $70 \%$ concentration value were used to determine the depth and width of each row and column. An example of the Gaussian fits used for jet widths and jet depths is shown in Fig. 5. This fit produced a series of depth and width measurements, from which the maximum width and depth were defined as the major and minor axis of the elliptical jet. The jet aspect ratio was then found by dividing the maximum width (a) by the maximum depth (b), and the perimeter was approximated by Eq. (1). The jet aspect ratio is defined in Eq. (2)

$$
\begin{gather*}
P=\pi\left[2\left(a^{2}+b^{2}\right)-\frac{(a-b)^{2}}{2}\right]^{1 / 2}  \tag{1}\\
S=\frac{a}{b} \tag{2}
\end{gather*}
$$

## 3 CFD Constraints

3.1 Geometry. The geometry used for the simulations was identical to that used in the water channel experiments. The crossflow was allowed to develop for 1 m before and after the step to minimize the effects of the inlet and outlet conditions. A symmetry argument along the center of the channel was used to decrease the computational effort and time required for each test. This argument is justified because the wall jet, impinging jet, and jet in cross-flow possess symmetry along the jet centerline. The depth of the channel in the model was identical to that of the experimental system to help mimic both the cross-flow boundary layer and the penetration of the jet into the cross-flow. A dimensioned diagram of the model is shown in Fig. 6(a). The two dimensions, which are given by letters ( $L$ and $H$ ), were varied in different simulations. The length, $L$, was set at $5 d, 10 d$, and $15 d(43.75 \mathrm{~mm}, 87.5 \mathrm{~mm}$, and 131.25 mm ), and the height, $H$, was set at $25.4 \mathrm{~mm}, 38.1 \mathrm{~mm}$, and 50.8 mm . These lengths were chosen to compare the CFD results with the experimental results. Lengths of 5 diameters and

15 diameters were chosen to be compared directly with the experimental measurements at the same locations. The intermediate length was chosen to be ten diameters for the CFD results to provide a central value for curve fitting. The experimental length of nine diameters differs from the ten diameters used for the CFD only because of experimental limitations.
3.1.1 Boundary Conditions. The locations of the boundary conditions are shown in Fig. 6(b). The inlet condition for the cross-flow had three initial normal speeds: $0.041 \mathrm{~m} / \mathrm{s}, 0.061 \mathrm{~m} / \mathrm{s}$, and $0.081 \mathrm{~m} / \mathrm{s}$, all with an initial turbulence intensity of $1 \%$. The inlet was defined as a subsonic flow with a scalar concentration of $0 \mathrm{mg} / \mathrm{l}$. The jet inlet was also a subsonic flow, with an initial concentration of $0.7 \mathrm{~kg} / \mathrm{m}^{3}$. The jet velocity was set at three different normal speeds: $0.47 \mathrm{~m} / \mathrm{s}, 0.78 \mathrm{~m} / \mathrm{s}$, and $1.10 \mathrm{~m} / \mathrm{s}$, with a turbulence intensity of $5 \%$. An average static pressure condition was used at the outlet, which was set at 0 Pa relative to the flow. The bottom of the channel, the step, and the side wall were all set as smooth walls with the no-slip condition. The top of the channel was set as a wall with free slip to best simulate the free surface at the top of the channel.
3.1.2 Meshing. Three computational grids were used to determine the effect of grid dependence: the grids were designated as coarse, medium, and fine. The grid used for all of the simulations (except the grid convergence study) is shown in Fig. 6(c). Due to computer limitations, the coarse grid was used for the parametric study, and only one simulation was run using each the medium and fine grids. Since the purpose of the CFD study was to determine the feasibility of using computer simulations to predict the perimeter of the jet, the usage of the coarse grid was justified. It was further justified by the parametric study that was analyzed, which required several different simulations, limiting the available computer time. An analysis of the effects of using the coarse grid on the accuracy due to grid dependence is discussed in Sec. 3.1.4.

The three grids used had spacings of $2.5 \mathrm{~cm}, 2 \mathrm{~cm}$, and 1.5 cm between nodes in the free stream region. Along the floor of the channel and on the step, inflation was used to increase the number of elements near to the walls. In all cases the inflated layer had a


Fig. 4 Experimental ((a) and (b)) and CFD ((c) and (d)) concentration profiles. Linear and sawtooth concentration scales are shown so flow structures can be compared. The cross-flow moves from left to right with the jet fluid moving out of the page. The step is located at 0 mm .
maximum thickness of 10 cm , and the expansion factors used were 1.1 for the coarse and medium grids and 1.08 for the fine grid. There were 15 inflated layers in the coarse grid, 20 in the medium, and 30 in the fine grid. Each grid also had a region of refinement around the step because this was the region with the largest flow gradient and also the area of greatest interest. Two cylindrical regions located along the two corners of the step with a radius of 8 cm were used for grid refinement. In these regions the spacing between nodes was $0.8 \mathrm{~cm}, 0.6 \mathrm{~cm}$, and 0.5 cm , respectively, for the coarse, medium, and fine grids. The expansion factor in these regions was 1.1 for the coarse and medium grids and 1.07 for the fine grid. With these characteristics, the number of nodes for each grid were $99,646,198,341$, and 397,942 . This lead to a grid refinement factor, $r$, of 2.0.
3.1.3 Solver Parameters. The software used a "coupled multigrid solver" to solve the linear system of discretized equations.

The advection scheme selected in the CFX software was the "high resolution advection scheme." For this, CFX defines a blending factor, which will be referred to as $\phi$ (but is $\beta$ in the CFX manual), which represents the order of the numerical scheme, with $\phi=0$ representing an upwind differencing scheme and $\phi=1$ representing a second order accurate scheme. The high resolution advection scheme set $\phi$ as close to 1 as possible without introducing oscillations into the flow. This resulted in $\phi$ being variable throughout the flow with a solution, which was greater than first order accurate throughout the domain though not fully second order. Values of $\phi$ for a line along the jet centerline for the vertical velocity component is shown as an example in Fig. 7.
The standard $k-\epsilon$ model with a scalable wall function was used for the turbulence within the flow. The coefficients for this model were $C_{\mu}=0.09, C_{\epsilon 1}=1.44, C_{\epsilon 2}=1.92, \sigma_{k}=1.0$, and $\sigma_{\epsilon}=1.3$. The scalable wall function [10] limits the value of $y^{*}$ (to be greater

ig. 5 Measured concentrations along the maximum depth line (a) and the maximum width line (b). The horizontal line shows the $70 \%$ value where the depth and width are measured. A threshold value of $60 \%$ of the maximum concentration was used to determine the Gaussian fit.
than 11.06) to avoid placing mesh points within the viscous sublayer (which produces the inconsistencies outlined by Grotjans and Menter [11]). Although the $k-\epsilon$ method has been shown to overpredict turbulent spreading in round jets and can "fail profoundly" for three-dimensional flows [12], it provided fast convergence and was sufficiently robust for all of the flow conditions. Other methods, such as the shear stress transport model and two


Fig. 6 Physical definitions in the CFD code. Dimensions were chosen to match the water channel facility used for the experiments (a). The type and locations of the boundary conditions are given in (b). The coarse mesh, which was used for the simulations (with the exception of the grid refinement study), is given viewed along the symmetry plane in (c).

Reynolds stress models (Baseline Wilcox Model and Speziale-Sarkar-Gatski Model), were tested but produced oscillatory results for the conditions used and would not converge.

A stationary solution was found for the simulation in order to minimize its computational cost. Since the experiments were performed to determine averaged concentration intensities, a steady state approximation was all that was required. The timescale and length scale used in the solution used the default settings: automatic and conservative, respectively. The required convergence level was set to an average residual of $10^{-6}$. The effect of the residual on the jet perimeter is shown in Table 1. This shows that the choice of residual causes less than a $1 \%$ variation in the perimeter. The passive scalar transport equation was used to determine the movement of the scalar throughout the flow. It was assumed the concentration variable was a volumetric scalar. The remainder of the tuning parameters present in the software remained at their default settings.


Fig. 7 Variation in $\phi$, the blending factor used in the CFD code, where $\phi=0$ represents a first order method and $\phi=1$ represents a second order method. Values are for the vertical velocity along the major axis of the elliptical cross section in the measurement plane. The global order of the solution was found to be 1.2 , which corresponds to a $\phi$ value of approximately 0.2 .

Table 1 Effect of the average maximum residual used for convergence on perimeter measurement. To save computational time, a residual of $10^{-6}$ was used for the simulations.

| Residual | Perimeter <br> $(\mathrm{mm})$ |
| :---: | :---: |
| $1 \times 10^{-05}$ | 220.6 |
| $1 \times 10^{-06}$ | 222.9 |
| $1 \times 10^{-07}$ | 220.9 |
| $1 \times 10^{-08}$ | 220.9 |

3.1.4 Grid Independence and Uncertainty. The uncertainty in the results produced by this simulation was determined primarily through the methods outlined by Roache [13]. The validation method defines a grid convergence factor (GCI) which is given in Eq. (3). The GCI is meant to be used as both an estimate of the error bars, which surround the simulation data and a method of reporting grid convergence. The error is approximated for the coarse grid using the fine grid as a reference [13]

$$
\begin{equation*}
G C I_{2}^{\text {coarse }}=F_{s}\left|E_{2}\right| \tag{3}
\end{equation*}
$$

where $F_{s}$ is a safety factor, for which a value of 3.0 is recommended for conservative estimates of the errors [13]. $E_{2}$ is defined in Eq. (4)

$$
\begin{equation*}
E_{2}^{\text {coarse }}=\frac{r^{p} \varepsilon}{1-r^{p}} \tag{4}
\end{equation*}
$$

where $\varepsilon=f_{2}-f_{1}$ gives the variation in the parameter of interest (perimeter for this case) between the coarser grid (2) and the finer grid (1). $r$ is the refinement factor, which is the ratio between the size of the control volumes between the coarse and fine case. $p$ is the formal order of accuracy of the algorithm, which is defined in Eq. (5).

The order of accuracy of the simulation algorithm ( $p$ ) can be calculated through the use of a three grid refinement study, providing the grid refinement ratio is constant [14]. The equation defining the order [14] was used in the formulation of the GCI, so Roache's [13] notation is used, shown in Eq. (5). In this study, the parameter of interest is the perimeter of the vertical jet issuing from the step, denoted by $f$ in the general form [13]

$$
\begin{equation*}
p=\ln \left(\frac{f_{3}-f_{2}}{f_{2}-f_{1}}\right) / \ln (r) \tag{5}
\end{equation*}
$$

where $f$ is the parameter of interest in the three grids being tested, with the subscripts 1,2 , and 3 representing the finest, medium, and coarsest grids studied.

For the study presented here, the order, $p$ was found to be 1.2. From this, the coarse GCI (relating the medium grid to the coarse grid) was calculated for the jet's perimeter and found to have a value of 28 mm , and represents the approximate error bars for the system (due to the discretization error). If more computing resources were available, the fine grid could be used, which had a $G C I$ (when compared with the medium grid) of 12.2 mm . It was found that the grids were all within the range asymptotic convergence, and the solution was found to be 1.2 orders accurate [13]. Truncation errors for low order systems (like this simulation) have been shown by researchers [15] to cause significant effects on the modeled flow behavior. The truncation errors from the scheme used here ( 1.2 orders accurate) cause an artificial viscosity to be incorporated into the flow, leading to the overprediction of diffusion within the flow. Thus, it is expected that this model will overpredict the spreading rate of the jet.

The third primary source of uncertainty in this study is caused by the assumptions implicit in the $k-\epsilon$ model. The $k-\epsilon$ model, though commonly used in flow studies, was designed primarily for two dimensional shear flow problems. The model assumes that
"zero velocity gradient is accompanied by zero shear stress" [16]. In cases with large streamline curvatures and large pressure gradients, such as impinging jets, the $k-\epsilon$ model can be inaccurate [12]. Cusworth [3] found that the $k-\epsilon$ model significantly overpredicted (on the order of $30 \%$ ) the turbulent kinetic energy and thus the spreading rate of a free round jet. The model can also highly overpredict the rate of heat (or scalar) transfer within flows [4]. From this, it can be assumed that the use of the $k-\epsilon$ model will lead to the overprediction of diffusion and the spreading of the jet in the study presented here. Modifications of the coefficient in the eddy viscosity $C_{\mu}$ term can minimize this overprediction [17] and could be used later to improve the accuracy of this model.
It has been shown that there are large uncertainties in the solution method used for this study due to modeling, truncation, and discretization. It should be expected that the CFD results significantly overpredict the spreading rate of the jet. This simulation is, however, computationally inexpensive; predictions of the of the trends in the jet perimeter for parametric studies could be very valuable. Further improvements on the computational model could be made to improve the predictions of the jet perimeter in the future. However, the purpose of this study was to determine the feasibility of using CFD to predict experimental data.
3.2 Perimeter Measurement Method. CFD results were analyzed to determine the perimeter and aspect ratio of the ellipse encircling the $70 \%$ of the maximum concentration contour lines of the flow. This was measured by analyzing the contour lines along a horizontal plane located at the top of the step $(z=0 \mathrm{~mm})$. Contours on this plane are shown in Fig. 4 (parts c and d) for a standard case. From this, the $70 \%$ contour was isolated and measured to determine the width and depth of the contour using the tools available in CFX. The perimeter and aspect ratio were then calculated for the CFD results in the same manner as the experimental results.

## 4 Experimental Results

Experiments were done to determine the effects of three parameters: $L, H$, and $R$. The results of this parametric study are shown in Fig. 8. The data plotted here show the average of all of the tests taken at each flow condition (typically two runs). The error bars were determined by taking two times the standard deviation of one condition where five tests were run. Figure 8(a) shows the relation between perimeter and length is nearly linear for all of the step heights. Figure $8(b)$ shows the effect of the step height, which is also possesses linearity. Figure $8(c)$ shows the perimeter compared with the logarithm of the velocity ratio for a constant step height ( $H=38.1 \mathrm{~mm}$ ) and a constant length ( $L=9 d$ ). It can be seen in these figures that the data is dependent on $L, H$, and $R$. These data were used to create the universal scaling law for this geometry proposed in Sec. 5.

## 5 Discussion

5.1 Empirical Perimeter Correlation. An empirical correlation predicting the perimeter of the jet based on $R, L$, and $H$ was determined using the data presented above. In order to better fit the model, the length $L$ was altered to the distance from a point momentum source to the step $\left(L_{\circ}\right)$, located five diameters behind the jet outlet. This produced the empirical correlation given in Eq. (6), and shown in Fig. 9. From the fit, it can be seen that this model predicts the perimeter within $13 \%$ error for all of the data points. This correlation provides allows for the perimeter of the jet entering the cross-flow to be predicted for any $H, L_{\mathrm{o}}$, and $R$ within the range tested

$$
\begin{equation*}
\frac{P}{d}=1.84 R^{0.2}\left(\frac{H L_{\mathrm{o}}}{d^{2}}\right)^{1 / 2}-5.79 \tag{6}
\end{equation*}
$$

Both Eq. (6) and Fig. 9 normalize the perimeter by the inlet jet diameter. This scaling is not fully justified by the experiments, as


Fig. 8 Measured values of perimeter compared with the different inlet conditions, normalized with the jet diameter $d$. The effect of the step position ( $L$ ) with different velocity ratios and a constant step height is shown in (a). The effect of the step height $(H)$ at different velocity ratios is shown in (b). The effect of velocity ratio $R$ for a single step height and length is shown in (c).
only one diameter was tested. The diameter is a convenient factor, which is used frequently in the literature for nondimensionalizing length units. Further experiments are required to fully justify this scaling. Attempts at finding a different length scale to produce


Fig. 9 Measured perimeters compared with the experimental fit outlined in Eq. (6). The error bars represent twice the standard deviation of the condition where five tests were taken.
nondimensional groups were unsuccessful, however, it may be found that a turbulence or friction length scale could be used instead of the jet diameter.
5.2 Experimental Aspect Ratio Correlation. To fully define the shape of the ellipse representing the vertical jet entering the cross-flow, the perimeter, and aspect ratio $(S)$ are required. The experimental correlation for $S$ related to the inlet conditions is given in Eq. (7) and shown in Fig. 10. In this correlation it is apparent that the ratio of $H$ and $L_{\circ}$ is used instead of their product (as used in Eq. (6)). As $L_{\circ}$ increases, the wall jet grows vertically, which upon impingement leads to increased depth in the ellipse. It was found that the rate of growth of the depth is significantly larger with $L_{\circ}$ than $H$ when compared with the growth of the width. This leads to a decrease in $S$ with increasing $L_{\circ}$

$$
\begin{equation*}
S=8.38\left(\frac{H}{L_{\circ}}\right)^{0.3} R^{0.4} \tag{7}
\end{equation*}
$$

5.3 Comparison of CFD to Experimental Data. A comparison of the concentration profiles along the measurement plane is shown in Fig. 4. Parts (a) and (c) show the concentration profile on a linear scale, which appears to have similar shapes for both the actual and modeled jets. Parts (b) and (d) used a sawtooth concentration profile, which emphasized the structures in the flow. From this, it can be seen that the simulation accurately predicted


Fig. 10 Experimental correlation for the jet aspect ratio $S$ (defined in Eq. (7)) based on the step height $H$, effective distance to the step $L_{o}$, and velocity ratio $R$
the elliptical shape of the vertical jet, though with slightly larger depth than the experimental case. The location of the counterrotating vortex pair downstream of the jet is also accurately predicted by the simulation. The comparison of the flow visualization images shows that the CFD code can clearly predict mean characteristics of this flow.

The perimeters of the ellipses formed by the $70 \%$ contours for all of the experiments and simulations are shown in Fig. 11. A comparison of the aspect ratios is shown in Fig. 12. This figure shows significant overlap between the CFD and experimental results. It can be seen that the perimeters predicted by the simulation do not match those determined experimentally within error. As can be seen in Fig. 11, the jet perimeter predicted through the numerical model is significantly larger than the measured values. According to Pope [12], "a well-known deficiency of the k -epsilon model is that it significantly overpredicts the rate of spreading for the round jet." This increased spreading would lead to an increase in the jet's perimeter. Since the overprediction of the spreading is equal in all directions, it has little effect on the


Fig. 11 Comparison of CFD results to experimental results using the scaling relation given in Eq. (6). CFD results slightly overpredict the perimeter due to the artificial viscosity introduced into the flow by the $k-\epsilon$ turbulence model and the low order of the simulation.


Fig. 12 Comparison of aspect ratio measurements $S$ for CFD results and experimental results in terms of the step height $H$, effective distance to the step ( $L_{\mathrm{o}}$ ), and velocity ratio $R$
jet's aspect ratio, as shown in Fig. 11. They do however predict a similar trend and could be used to provide a reasonable prediction for the perimeter based on the inlet conditions if the constant overprediction caused by the artificial viscosity introduced into the flow is taken into account. The error bars shown here are those recommended by Roache [13] and equal to the GCI outlined in Eq. (3). Despite the prediction of the trend, the error bars are significant and it should be noted that a horizontal line with a value of approximately $P / d=25$ can be drawn through the error bars.

Through comparing the CFD data to the experimental data, it can be seen that the CFD model can give a reasonable estimate of the actual value of the perimeter. The trend in the data is predicted to within $30 \%$, with a constant overprediction of about $50 \%$. This gives a reasonable order of magnitude prediction and can also be used to perform further parametric studies on the effects of different flow conditions.

## 6 Conclusions

The findings of a study on a jet impinging onto a forward facing step in a uniform cross-flow have been presented. It has been shown that after the initial impingement, the jet leaves the step as a high aspect ratio elliptical jet and enters into the cross-flow. The perimeter and aspect ratio of the jet were found to be dependent on $H, L$, and $R$ and can be predicted with the relations given in Eqs. (6) and (7). CFD measurements were found to accurately predict the structures within the flow and provided a reasonable estimate of the jet perimeter. The trends of the parametric study predicted by the CFD model were found to follow those measured experimentally.
This paper presents predictive correlations for the size and shape of the jet issuing into the cross-flow after impingement. A study is in progress, which uses these measurements to predict the trajectory of the jet in cross-flow. Through that study and the use of the experimentally measured predictive model developed here, the trajectory of the mean plume can be predicted using only the initial conditions of the flow.
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## Nomenclature

$\phi=$ blending factor in CFD code
$a=$ width of elliptical cross section
$b=$ depth of elliptical cross section
$d=$ jet diameter, m
$F_{s}=$ safety factor in $G C I$ calculation
$H=$ step height, m
$L=$ distance from jet inlet to step, $m$
$L_{\circ}=$ distance from point source to step, m
$p=$ order of accuracy of CFD code
$P=$ perimeter of vertical jet, mm
$r=$ grid refinement ratio
$R=$ jet to cross-flow velocity ratio
$S=$ jet aspect ratio
$V_{\infty}=$ cross-flow velocity, $\mathrm{m} / \mathrm{s}$
$V_{\text {jet }}=$ jet velocity, $\mathrm{m} / \mathrm{s}$
$z=$ height above the step
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# Large-Eddy Simulation of Wake and Boundary Layer Interactions Behind a Circular Cylinder 


#### Abstract

Large-eddy simulations (LESS) of flow past a circular cylinder in the vicinity of a flat plate have been carried out for three different gap-to-diameter $(G / D)$ ratios of $0.25,0.5$, and 1.0 (where G signifies the gap between the flat plate and the cylinder, and D signifies the cylinder diameter) following the experiment of Price et al. (2002, "Flow Visualization Around a Circular Cylinder Near to a Plane Wall," J. Fluids Struct., 16, pp. 175-191). The flow visualization along with turbulent statistics are presented for a Reynolds number of $R e=1440$ (based on $D$ and the inlet free-stream velocity $U_{\infty}$ ). The three-dimensional time-dependent, incompressible Navier-Stokes equations are solved using a symmetrypreserving finite-difference scheme of second-order spatial and temporal accuracy. The immersed-boundary method is employed to impose the no-slip boundary condition at the cylinder surface. An attempt is made to understand the physics of flow involving interactions of shear layers shed from the cylinder and the wall boundary layer. Present LES reveals the shear layer instability and formation of small-scale eddies apart from their mutual interactions with the boundary layer. It has been observed that G/D ratio has a large influence on the modification of wake dynamics and evolution of the wall boundary layer. For a low gap ratio, it is difficult to identify the boundary layer because of its strong interactions with the shear layers; however, a rapid transition to turbulence of the boundary layer, which is similar to bypass transition, is observed for a large gap ratio. [DOI: 10.1115/1.3176982]


Keywords: wake-boundary layer interactions, shear layer transition, LES, IB method

## 1 Introduction

The vortex shedding and the aerodynamic forces of flow past a circular cylinder near a plane wall have been the subject of many studies for academic interests and for practical applications. This kind of study can directly be related to many engineering problems, such as flow past a suspension bridge, pipelines near the ground, flow through heat exchanger tubes near the wall, forced air-cooling of board-mounted electronic components, etc. The most attractive feature of flow over a circular cylinder, when the Reynolds number ( Re ) is close to around 50 , is the instability of symmetric wake and the onset of a time-periodic alternate vortex shedding (two-dimensional (2D)), known as the Kármán vortex street. The formation of this vortex street is generally considered to be the result of the Kelvin-Helmholtz instability with separated shear layers. By further increasing the Re, a transition to threedimensional flow occurs when the Re is close to 180; however, the vortex shedding phenomenon retains the dominant large-scale structure at a higher Re in the turbulent wake [2,3]. This alternate shedding of vortices in the near wake leads to large fluctuating pressure forces in a direction transverse to the flow that may cause structural vibration, acoustic noise, or resonance.

The presence of a wall close to the cylinder changes the dynamics of vortex shedding as compared with the unbounded condition. The impermeability of the wall offers an irrotational constraint to the cylinder wake that cannot spread without limit resulting in a finite mean force directed away from the wall. The boundary layer presents a nonuniform velocity in front of the cylinder, which causes asymmetry in the strength of vortex shed-

[^4]ding. Furthermore, the vorticity shed from the cylinder interacts with the vorticity of the boundary layer downstream resulting in an excited wake-induced boundary layer with complex flow structures. If the gap between the cylinder and the wall is relatively low, this interaction is strong, provoking the separation of the boundary layer apart from a drastic change in the entire wake. Thus, the dynamics of vortex shedding in presence of a wall are influenced by the approaching boundary layer thickness, Reynolds number, and gap between the cylinder and the wall. These factors also control the evolution of boundary layer, its transition under excitation of migrating wake. In brief, the major modifications of flow dynamics past a cylinder in the vicinity of a wall can be identified as (1) deflection of the boundary layer away from the flat plate, (2) suppression of vortex shedding from the lower half of the cylinder, (3) presence of separation bubble both upstream and downstream of the cylinder, and (4) a significant change in flow parameters, such as lift, drag coefficients, and Strouhal number.

One of the very early experiments in this area was performed by Taneda [4]. A circular cylinder close to a wall was towed through the stagnant water at a low Reynolds number $\operatorname{Re}=170$, where there was no effect of boundary layer. He observed a single vortex row behind the cylinder for a small gap ratio $G / D=0.1$ with re-establishment of a regular double row of vortices as the gap ratio was increased to $G / D=0.6$; the row of vortices became unstable and broke down downstream. Several experiments were conducted for flow around a cylinder in the presence of the boundary layer at moderately high Reynolds number, from Re $=2 \times 10^{4}$ to $10^{5}$ [5-8]. In most of these cases, the approaching boundary layer was turbulent. It was reported that the aerodynamic forces on the cylinder were modified with a slight variation in shedding frequency. The suppression of vortex shedding was observed when the body was closer than a critical distance from the wall such that $G / D$ ratio becomes $0.3-0.4[5,9]$. At smaller
distances, the wake is almost steady and the periodic shedding is strongly inhibited with separation bubbles on the wall. Later, Lei et al. [8] reported that the suppression of vortex shedding occurs at a gap ratio of about $0.2-0.3$; the value depends on the thickness of the turbulent boundary layer $(\delta)$. This critical gap ratio decreases as the thickness of the boundary layer increases and it appears relatively independent of Reynolds number.

When the cylinder is placed close to a wall, the frontal stagnation point moves toward the wall producing an upward lift $\left(C_{L}\right)$ on the cylinder with a consequence of deviation of the wake away from the wall. This increases the base pressure resulting in a low mean value of coefficient of drag, $\overline{C_{D}}$, although its value depends on the boundary layer, its character and thickness. Furthermore, the rms values of both $C_{L}$ and $C_{D}$ decrease as the wall is approached. This may be attributed to the diffusion of velocity fluctuations because of the boundary layer [7,8]. Angrilli et al. [10] conducted the experiment of cylinder wake and boundary layer interactions at $\operatorname{Re}=2.8 \times 10^{3}$ to $7.6 \times 10^{3}$ and found an influence of $G / D$ ratio on vortex shedding frequency if the gap ratio is less than 5.0 , whereas others observed that the shedding frequency was almost independent of gap ratio [5-8,11]. A possible reason of this difference is the different range of Re used in the previous experiments.

The flow around a circular cylinder near a wall was demonstrated in Ref. [1] with the help of particle image velocimetry (PIV) and hot-film anemometry for Re in the range of 1200-4960 and $G / D$ ratio of $0-2$. It was concluded that $G / D$ was a major factor for the change in flow characteristics. The flow interactions between the cylinder wake and the boundary layer were divided in four regimes based on $G / D$ ratio. For $G / D<0.125$, the flow beneath the cylinder was suppressed, and separation of boundary layer occurred both upstream and downstream of the cylinder. Although there was no regular vortex shedding, a periodicity associated with the outer shear layer was found. For $0.125<G / D$ $<0.5$, the separation region decreased, but the flow characteristics were the same as that of the previous regime. A strong coupling between the inner-shear layer shed from the cylinder and the wall boundary layer was observed because of opposite sign of vorticity. For $0.5<G / D<0.75$, the vortex shedding was first observed and for $G / D>1.0$, there was no separation of the wall boundary layer either upstream or downstream of the cylinder. The paper presented the flow structures and modification of wake dynamics in low subcritical range of Reynolds number, where the variation in Strouhal frequency (St) with gap ratio was mainly dependent on Re. For $\operatorname{Re}<2600$, the Strouhal number for $G / D<2$ was significantly greater than that of an isolated cylinder. But as Re increased ( $\operatorname{Re}>4000$ ), St became insensitive to the $G / D$ ratio. However, the aerodynamic forces, the mean velocity field and turbulence characteristics were not discussed.

As compared with the experiments, there are a few numerical simulations of flow past a circular cylinder in the vicinity of flat plate. Vada et al. [12] were the first to perform a 2D simulation using vortex in cell method at a transcritical Reynolds number, $\operatorname{Re}=3.6 \times 10^{6}$ and $G / D=0.4,0.8$, and 1.5. The simulation suffered from overprediction of drag coefficient and underprediction of lift coefficient as compared with the experiment [11]. Liou et al. [13] performed a large-eddy simulation (LES) of the turbulent wake behind a square cylinder for a $\operatorname{Re}=2.2 \times 10^{4}$, and the discussion was focused on the phase-averaged vortex dynamics. The celerity of the positive vortex shed from the lower side of the cylinder was smaller than that of the upper side shed vortex due to the interaction with the boundary layer. Recently in Ref. [14], a 2D simulation of cylinder-boundary layer interaction with $\psi-\omega$ formulation was presented, and the flow features were explained by vortex dynamics comparing with the experiment [1] for $\mathrm{Re}=1200$ and $G / D=0.5$ and 1.5. The computation illustrated larger vortical structures as compared with the experiment with rollup of vortices closer to the cylinder. This was attributed to the fact that the
absence of spanwise direction in 2D simulation failed to redistribute the energy in the third direction developing unrealistic large structures [15].

There are number of experiments illustrating flow around a circular cylinder in the vicinity of a wall, but the discussions were largely focused on vortex shedding process and modification of aerodynamic forces on the cylinder. Most of the numerical simulations made so far on this flow configuration are in twodimensional framework and elucidate the flow characteristics with limited success particularly for high Reynolds numbers. Thus, the objective of the present paper is to characterize the vortex shedding, either qualitatively or quantitatively, illustrating the flow physics in terms of vortex stretching, breakdown and turbulence generation. Here, we try to explain the mutual interactions, i.e., modification of wake dynamics due to the presence of the boundary layer and the excitation of boundary layer because of the wake. It should be noted that the eddy motions and their interactions are expected to be resolved to understand the dynamical process in turbulent flows for the concerned problem. A direct numerical simulation (DNS) would have been ideal for the problem, but it is extremely costly and Reynolds-averaged NavierStokes calculations will not provide the answer. Hence, LES can be pursued as an alternative means with the benefit being a considerably lower computational effort. In the present study, a 3-D LES with a dynamic subgrid-scale model has been used to investigate the flow around a cylinder in proximity to a wall boundary layer at $\operatorname{Re}=1440$ and for $G / D$ of $0.25,0.5$ and 1.0. The Reynolds number considered here is in the range of shear layer transition [3].

## 2 Numerical Methods

2.1 Governing Equations. In the present study, we perform LES of incompressible flow. The filtered mass and momentum equations can be expressed as,

$$
\begin{gather*}
\frac{\partial \bar{u}_{j}}{\partial x_{j}}=0  \tag{1}\\
\frac{\partial \bar{u}_{i}}{\partial t}+\frac{\partial}{\partial x_{j}}\left(\bar{u}_{j} \bar{u}_{i}\right)=-\frac{1}{\rho} \frac{\partial \bar{P}}{\partial x_{i}}+\frac{1}{\operatorname{Re}} \nabla^{2} \bar{u}_{i}-\frac{\partial \tau_{i j}}{\partial x_{j}}+\bar{f}_{i} \tag{2}
\end{gather*}
$$

where, $\bar{u}_{i}$ denotes the filtered velocity field and $\tau_{i j}=\overline{u_{i} u_{j}}-\bar{u}_{i} \bar{u}_{j}$ is the residual stress tensor (also known as subgrid-scale stress, SGS). The presence of the body forces $\overline{f_{i}}$ is due to the immersedboundary (IB) method, which will be discussed later. The above equations have been made dimensionless using the inlet freestream velocity $U_{\infty}$ and the cylinder diameter $D$. The resulting Reynolds number is defined as $\operatorname{Re}=U_{\infty} D / \nu$, $\nu$ being the kinematic viscosity. The model proposed by Germano et al. [16] and modified by Lilly [17] is used here to include the effect of subgrid motions in the resolved LES, where the model coefficient is dynamically calculated instead of input a priori. The momentum advancement is explicit using the second-order Adams-Bashforth scheme, except for the pressure term, which is solved by a standard projection method [18]. The pressure equation is discrete Fourier transformed in the spanwise direction (an infinite cylinder is assumed neglecting end effects and hence the flow can be considered homogeneous allowing periodicity of flow to be imposed) and is solved by the BI-CG algorithm [19] in the other two directions. The spatial discretization is second-order accurate on a staggered mesh arrangement using a symmetry-preserving centraldifference scheme, which is widely used in LES owing to its nondissipative and conservative property [20,21].

Here, the simulations of flow past a cylinder in proximity to a wall have been performed in the Cartesian grid considering the origin of axes lies on the flat plate and at a distance of 10 D from the leading edge. The coordinates $x, y, z$ denote the streamwise, wall-normal and spanwise directions respectively and the corre-


Fig. 1 Computational configuration and boundary conditions
sponding velocities are denoted by $u, v$ and $w$. The computational domain and boundary conditions used here are illustrated in Fig. 1. The domain extends from $-5 D$ at the inflow to $25 D$ at the outflow with a spanwise length of $3 D$. It should be noted that the same span was used in Refs. [20,22,23], while simulating the flow around a circular cylinder in unbounded condition for the shear layer transition region. It was also reported that doubling the domain in the spanwise direction did not affect the results significantly [23]. In the wall-normal direction, the domain is extended up to $9 D$ for $G / D=1.0$ and $8.5 D$ for $G / D=0.25,0.5$.

A Blasius profile is imposed at the inlet considering the computational domain begins at $5 D$ distance downstream from the leading edge of the flat plate, where the boundary layer thickness is considered as $0.295 D$ (calculated from boundary layer theory). A nonreflecting boundary condition [24] is applied at the exit. The no-slip boundary condition $(u=v=w=0)$ is applied on the flat plate and on the cylinder surface. A free-slip velocity $(v=0$, $\partial u / \partial y=\partial w / \partial y=0)$ is imposed along the upper surface of the domain, which does not allow outflow through the top surface. This causes the flow to accelerate above the boundary layer in order to compensate for the growth of boundary layer. In our simulations, the maximum value of the acceleration parameter $K \equiv\left(\nu / U_{\infty}^{2}\right)$ $\times\left(d U_{\infty} / d x\right)$ due to this effect was $1 \times 10^{-6}$ and $5 \times 10^{-7}$ for $G / D=0.25$ and 1.0 , respectively. The value of $K$ at which a turbulent boundary layer is expected to relaminarize is around 3 $\times 10^{-6}$ [25]. Thus in the present case, the values of $K$ assure that the acceleration of the free-stream would not alter the flow physics of wake and boundary layer interactions. In the spanwise direction, the periodic boundary condition is used.

The IB method helps to impose boundary conditions on a given surface not coinciding with the computational grid as in the present case. Thus, to satisfy the no-slip boundary conditions at the cylinder surface, the immersed-boundary technique is employed following Ref. [26], which belongs to the class of "direct forcing method." The velocity field near the boundary of the body is modified at each step in such a way that the no-slip boundary condition is satisfied on the surface. This is done using some interpolations, which is equivalent to include a body force $\bar{f}_{i}$ in the momentum equation. In this paper, a quadratic unidirectional interpolation by Muldoon and Acharya [27] is used. The flow solver has been extensively validated for a variety of transitional and turbulent flows [28-30], including simulation of vortex dynamics behind a circular cylinder for a wide range of Reynolds numbers [31,32].
2.2 Computational Details. In the streamwise direction, a uniform and refined mesh is used near the cylinder to get adequate immersed-boundary points on the cylinder surface. In the flownormal direction, a refined and uniform mesh is employed near the wall (up to $y / D=2$ for $G / D=0.25,0.5$ and $y / D=2.5$ for $G / D=1.0$ ) to resolve the wake behind the cylinder and its interaction with the boundary layer. Away from the cylinder, the mesh is slowly stretched out. A uniform mesh is used in the spanwise direction owing to the symmetry of the body.

In order to ensure the accuracy of calculations, a grid resolution test has been carried out for a gap ratio of $G / D=0.25$. The grid
requirements for the simulation of fully turbulent boundary layer using a second-order accurate LES solver are well known ( $\Delta x^{+}$ $\simeq 50, \Delta y_{\min }^{+}<1.0$ and $\Delta z^{+} \simeq 20$ ). However, the grid requirements to resolve the transitional flow or the boundary layer excited by external disturbances are less well established. Jacobs and Durbin [33] indicated that the prediction of boundary layer transition induced by free-stream turbulence (fst) is sensitive to streamwise resolution. Furthermore, Ovchinnikov et al. [34] illustrated that an under-resolved calculation predicts a premature and abrupt transition. In the case of bluff-bodies, two types of interactions of wakes with the boundary layer can be identified [35]: (i) a strong interaction, where the wake retains coherent eddies in the region of interaction, and (ii) a weak interaction, which takes place sufficiently far downstream of the cylinder when the spanwise rolls have decayed. The instant study falls in the first category, where the interactions occur on relatively larger scales, and it is anticipated that the grid requirements would be less restrictive as compared with the grid employed in the boundary layer transition by fst [33]. In the present computation, four levels of mesh, such as $288 \times 192 \times 32,384 \times 160 \times 32,384 \times 192 \times 32$, and $384 \times 192$ $\times 64$ (designated as grid 1, grid 2, grid 3, and grid 4) in the streamwise, wall-normal, and spanwise directions, respectively, are used. For grid 1, among 288 streamwise grid points, 32 points are distributed upstream of the cylinder $(-5 D$ to $-D), 96$ points surrounding the cylinder $(-D$ to $+D), 108$ points near wake region $(+D$ to $+10 D)$ and rest are distributed in the far field downstream $(+10 D$ to $+25 D)$, where as for other three mesh levels (384 points), the distribution is $40,96,160$, and 88 in the respective regions. In the wall-normal direction, a total of 128 grid points with equal spacing are used between 0 and $2 D$, and the remaining 64 points are slowly stretched away from the cylinder $(+2 D$ to $+8.5 D$ ) for grid levels 1,3 , and 4 . For grid 2, the distribution is 96 and 64 in the respective regions. A total of 146 IB-points for $u$-velocity along the cylinder surface are obtained for grid level 3, as compared with 140 surface points used in Ref. [20] for a LES of flow past a circular cylinder at $\operatorname{Re}=3900$. It should be noted that the boundary layer thickness assuming a laminar flow at the location of cylinder without its presence is $0.42 D$, and approximately 27 grid points are employed within the boundary layer for grid 3.

The mean streamwise velocity $\left(u / U_{\infty}\right)$ and turbulent kinetic energy (TKE) profiles at $x / D=2,3,5,7,10$, and 15 are depicted in Fig. 2 for all four grid levels. The data are normalized by the free-stream velocity and the cylinder diameter. A maximum change of $1 \%$ in the mean velocity profiles is observed between grid 1 and grid 4 except at $x / D=3$ (Fig. 2(a)). However, appreciable changes in TKE profiles are seen between grid levels 1 and 4, Fig. 2(b). This indicates that there is a need for a large number of grid points in the near wake region and inside the boundary layer. For the subsequent analysis, grid 3 is chosen, considering the fact that there were no appreciable changes in both the mean velocity and TKE profiles by further increasing the grid points. In the near wake $(x / D=3$ to 15$)$ region, nondimensional mesh spacing for grid 3 varies as $\Delta x^{+}=0.15-15, \Delta y^{+}=0.07-1.5$, and $\Delta z^{+}$ $=0.1-7.5$. For $G / D=0.5$, the same computational domain and grid distribution are used as considered in $G / D=0.25$. The computational domain is extended by $0.5 D$ in the wall-normal direction for $G / D=1$, keeping the streamwise domain unchanged. Here, a total of 160 grid points with equal spacing are used between 0 and $2.5 D$, and 64 grid points are distributed in the remaining $(+2.5 D$ to $+9 D)$ normal direction. Few parameters, such as the domain, grid distributions, and the values of $\Delta x^{+}, \Delta y^{+}$, and $\Delta z^{+}$, averaged between $x / D=3$ to 15 and are summarized in Table 1 for different cases.

The time step was about $\Delta t=1.125 \times 10^{-3}\left(D / U_{\infty}\right)$ in the nondimensional unit. This kept the Courant number below 0.2 for the entire simulation, and the viscous stability number was much less. The flow field was allowed to evolve for 15 vortex shedding


Fig. 2 Grid independent test for $G=0.25 D$ and $R e=1440$ considering (a) mean streamline velocity ( $\bar{U} / U_{\infty}$ ) and (b) turbulent kinetic energy profiles at different streamwise locations: -.-.$288 \times 192 \times 32$ (grid 1), $---384 \times 160 \times 32$ (grid 2), -384 $\times 192 \times 32($ grid 3$)$, and $\cdots \cdots \cdot 384 \times 192 \times 64($ grid 4$)$
cycles to get a dynamically steady state solution. Then the data were collected for statistics for a period of 15 cycles that were found sufficient to ensure statistically converged results.

## 3 Results and Discussion

Before discussing in detail, a few results of flow past a cylinder in proximity to a wall from the present LES are compared with the corresponding experiment [1] for validation. Figure 3 shows the isocontours of spanwise vorticity $\left(\omega_{z}\right)$ illustrating the flow over the cylinder for $G / D=0.25$ and 0.5 . The wake-boundary layer interactions, formation of separation bubbles both upstream and downstream of the cylinder, stretching of shear layers shed from the cylinder, rollup, and then breaking down to smaller eddies are well represented. The lower half of the shear layer is suppressed by the boundary layer. The deflection of the boundary layer away from the wall downstream of the cylinder creates a separation bubble. The numerical visualization of instantaneous flow field illustrates a close resemblance with the experimental observations in terms of vortex dynamics and flow structures.

From the flow visualization, it is difficult to appreciate the vortex shedding particularly for a low gap ratio. However, there exists a strong periodicity component to the predicted velocity signal in the cylinder wake; almost certainly, this is associated with the shear layer shed from the outer surface of the cylinder. A spectral analysis of streamwise velocity component at $x / D=3.3$ and $y / D$ $=1.5$ from the cylinder center for $G / D=0.25$ is shown in Fig. 4 and is compared with the experimental data [1]. This reveals that the dominant wake frequency occurs at $\mathrm{St}=0.4$; however, there is a secondary peak at $\mathrm{St}=0.25$. The comparison of the power spectra density with the experiment [1] demonstrates a good agree-


Fig. 3 Instantaneous spanwise vorticity ( $\omega_{z}$ ): (a) and (b) experiment at $\mathrm{Re}=1900$ [1]; (c) and (d) present LES at $\mathrm{Re}=1440$. (a) and (c) $G / D=0.25$ and (b) and (d) $G / D=0.5$.
ment. As $G / D$ ratio increases, the effect of the wall boundary layer reduces and the two peaks that appeared in the power spectra density merge into one peak, the value of which approaches 0.2 . In the present simulation, St becomes 0.29 and 0.25 for $G / D=0.5$ and 1.0 , respectively, whereas the corresponding values in the experiment [1] are 0.27 and 0.255 . The validation illustrates that the present LES can be used to describe the evolution of shear layers shed from the cylinder under the influence of wall boundary layer.
3.1 Instantaneous Flow Structure. To visualize the vortex dynamics in proximity to a wall during the shedding cycle, the snapshots of isocontours of spanwise vorticity $\left(\omega_{z}\right)$ are presented in Figs. 5-7 for different gap ratios. These figures are drawn between a time-period $(T)$ of vortex shedding that has been calculated assuming the Strouhal frequency as 0.2 and following the experiment of Price et al. [1]. However, it should not be interpreted as $\mathrm{St}=0.2$ for all cases; indeed there is no such periodicity of the wake at all for a low gap ratio, $G / D=0.25$ at $\operatorname{Re}=1440$. The Strouhal number as 0.2 represents an approximate average value over a range of $G / D$. Instantaneous vorticity is span-averaged that removes the small-scale fluctuations and tends to identify the coherent structures. A brief description of the vortex formation, its downstream convection, interaction with the boundary layer and breaking down to smaller eddies are presented in this section.

Figure 5 depicts the instantaneous span-averaged vorticity between $t / T=0.0$ to 0.8 for a small gap ratio $G / D=0.25$, which corresponds to $G / \delta=0.6$ ( $\delta$ being the boundary layer thickness at the location of cylinder without its presence). For $t / T=0.0$, the outer shear layer shed from the cylinder is seen to curl up forming a vortex (denoted by A) over the inner-shear layer, which is deflected away from the wall. The inner-shear layer from the cylinder remains frozen for a long period of time, and there is no apparent rollup. A strong pairing between the inner-shear layer and the boundary layer is observed being of opposite signs that suppresses the shedding of the inner-shear layer. This coupling is also attributed to the lift-off of boundary layer forming a large separation bubble downstream of the cylinder. The boundary layer appears to rollup (denoted by B) beneath the inner-shear layer. For the next few steps $(t / T=0.2-0.6)$, the inner-shear layer is stretched further, developing a Kármán vortex sheetlike structure (denoted by C): one end of it remains attached to the cylinder to form a quasisteady attached wake, while the other end engulfs the

Table 1 Computational grid and box size

| $G / D$ | Dimension of Box $\left(L_{x} \times L_{y} \times L_{z}\right)$ | Grid $\left(n_{x} \times n_{y} \times n_{z}\right)$ | $\Delta x^{+}$ | $\Delta y^{+}$ | $\Delta z^{+}$ | Comments |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.25 | $30 D \times 8.5 D \times 3 D$ | $288 \times 192 \times 32($ grid 1) | 7.96 | 0.68 | 4.11 | Test case |
|  |  | $384 \times 160 \times 32($ grid 2) | 3.82 | 0.86 | 3.85 | Test case |
|  | $384 \times 192 \times 32($ grid 3) | 4.35 | 0.71 | 4.41 | Useful |  |
| 0.5 | $30 D \times 8.5 D \times 3 D$ | $384 \times 192 \times 64($ grid 4) | 4.23 | 0.74 | 2.25 | Test case |
| 1.0 | $30 D \times 9 D \times 3 D$ | $384 \times 192 \times 32$ | 4.07 | 0.68 | 4.12 | Useful |



Fig. 4 Power spectra density of streamwise velocity at $x / D$ $=3.3, y / D=1.5$ for $\operatorname{Re}=1440$, and $G / D=0.25$ : - present LES, $\cdots$ experiment [1]


Fig. 5 Span averaged vorticity contours for $G / D=0.25$. A total of 20 nondimensional contours are considered in between -5 and +5 . The negative vorticity is represented by dotted line.


Fig. 6 Span averaged vorticity contours for $G / D=0.5$. For details refer Fig. 5.
outer roll A, resulting in a cross over of trajectories of the shed vortices. Thus, the roll of negative vortices from the upper shear layer merges with the boundary layer vortices and convects downstream before breakdown to form the final wake sheet of the same-sign vorticity. At $t / T=0.8$, neither the vortex A nor the vortex B is identified downstream, but a negative vortex sheet appears that convects with a speed slower than the free-stream.

For $G / D=0.5$ that corresponds to $G / \delta=1.2$, both the inner and outer shear layers shed from the cylinder curl up in an alternating fashion producing two rolls (denoted by A and C), although lack of symmetry is evident, as shown in Fig. 6, at $t / T=0$. The lift-off of wall boundary layer occurs with a tonguelike vortex sheet that forms a roll denoted by B. However, this deflection of the boundary layer decreases that, in turn, reduces the size of the downstream separation bubble as compared with the earlier. The curling of the shear layers also appears to form closer to the cylinder. As the time progresses $(t / T=0.2-0.6)$, a rapid stretching of the innershear layer is observed forming an elongated vortex sheet, and its coupling with the wall boundary layer lead to form a large negative roll as before. The mutual interaction of the wall vortices with the shed vortices creates a remarkable difference in the wake dynamics: The trajectories of shed vortices cross each other, and the final vertical position is opposite with respect to the unbounded case. Thus, the negative vortices shed from the upper side of the cylinder occupy the lower position, while the positive vortices shed from the inner-side of the cylinder occupy the upper position in the sheet; a similar trend is reported by Zovato and Pedrizzetti


Fig. 7 Span averaged vorticity contours for $G / D=1.0$. For details refer Fig. 5.
[36]. The celerity of positive roll and negative vortex sheet is marginally different. This stretching process decays the circulation of the wake vortex because of dissipation.

As the gap ratio increases to $G / D=1$ that corresponds to $G / \delta$ $=2.4$ (when the cylinder remains well outside the boundary layer), Fig. 7 illustrates that the cylinder behaves more closely to an isolated cylinder with an alternate vortex shedding. However, this shedding of the Kármán vortex, particularly the inner-shear layer and the associated positive vortex rolls (denoted by C), influences the wall boundary layer in a different fashion. The excitation of the boundary layer downstream appears to be substantial by these positive migrating rolls. In detail, downstream of the cylinder a negative vortex from the wall boundary layer eventually elongates (denoted by B) forming a vortex sheet that is seen to be engulfed by the positive convective vortex roll $(t / T=0.6)$. This creates an unsteady bubble beneath the negative vortex sheet; the periodicity of which appears to be same as that of the vortex shedding. The rollup of boundary layer forming small-scale eddies are apparent downstream of $x / D=5$ (marked in Fig. 7) because of the convective coherent vortices imparting momentum to the boundary layer. The flow dynamics demonstrated in the present LES supports the experimental observations [1].

Figures 8 and 9 illustrate the overall trajectory of vortex peaks and the variation in vortex peak values along the streamwise direction for $G / D=0.25$ and 1.0. The location of the vorticity peak can be identified as the vortex center. Three vortices emanating from the outer shear layer, the inner-shear layer, and the wall boundary layer are traced to reveal the vortex motion. For $G / D$


Fig. 8 (a) Trajectory of vortex peak and (b) variation in $\omega_{z}$ peak for $G / D=0.25$ and $\mathrm{Re}=1440$
$=0.25$, vortices from the inner-shear layer and the wall boundary layer travel in a parallel trajectory owing to the strong pairing between them (Fig. 8(a)) and move in the wall-normal direction immediately behind the cylinder ( $x / D<3.5$ ). The outer shear layer vortices move almost parallel to the wall. Near $x / D=4$, a strong mutual interaction between vortices is reflected by the cross over of trajectories of the shed vortices emerging a single negative vortex sheet that travels downstream and remains almost parallel to the wall. It is difficult to identify whether this negative vortex is produced by the upper shear layer or by the wall vortices as explained before. Figure $8(b)$ indicates that the peak values of all vortices decay in same pace with increasing streamwise coordinate; they decay rapidly in the vicinity of the cylinder and at a slower rate downstream of $x / D=4$. This is attributed to the break-


Fig. 9 (a) Trajectory of vortex peak and (b) variation in $\omega_{z}$ peak for $G / D=1.0$ and $\operatorname{Re}=1440$


Fig. 10 Mean streamlines for $G / D=0.25,0.5$, and 1.0
down of the larger-scale vortex to the random small-scale eddies resulting in a decrease in the magnitudes of lower frequency and the increase in higher frequency energy-content eddies. It should be further noted that the inner-shear layer and the wall boundary layer do not cancel each other behind the cylinder, although of different signs of vorticity. This supports the experimental observation of Price et al. [1], while contradicts to the suggestion of Grass et al. [6] and Taniguchi and Miyakoshi [7].

For $G / D=0.5$, trends of the trajectory of the shed and the wall vortices remain almost the same as before, but the lift-off of the boundary layer is relatively less severe in this case (figures are not presented). Here, the decay rate of shed vortices is higher than that of the wall vortices in the vicinity of the cylinder. As the cylinder is moved farther away from the wall $(G / D=1)$, the outerand inner-side shed vortices along with the wall vortex can be separately identified far downstream of the cylinder, Fig. 9. The trajectories of vortex peak illustrate that the vortices migrate parallel to each other. In this case, the effect of the boundary layer is minimum and so both the outer- and inner-shear layers rollup to produce almost identical vortices. Further, the outer and inner vortices have the same decay profile (rapidly in the vicinity of the cylinder and at a slower pace downstream of $x / D=4$ ), which means that the interaction between them is a mutual process. The wall vortex appears to decay continuously, but at a slower rate behind the cylinder.
3.2 Time-Averaged Flow Features. This section presents the time-averaged results describing the mean effect of interactions of wakes with the boundary layer behind a circular cylinder. The mean streamlines depict the formation of separation bubbles both at upstream and downstream of the cylinder for a low gap ratio, $G / D=0.25$, Fig. 10. An elongated separation region is observed downstream, which is designated as the primary bubble rotating in the clockwise direction. A secondary bubble rotating in the opposite direction is formed beneath the primary bubble. This large
separation region can be attributed to the strong coupling between the inner-shear layer and the wall boundary layer, which deflects the boundary layer away from the wall. Figure 10 also indicates that when the cylinder is very close to the wall, the shear layers remain frozen for a considerable time before they curl up to form the Kármán rolls (the center of the outer roll is marked). These rolls also lost the symmetry because of suppression of the shear layers by the boundary layer. The downstream separation bubble rapidly reduces, and the upstream separation bubble disappears as the gap ratio increases. Furthermore, for a relatively large gap ratio $(G / D=1.0)$, the inner and outer shear layer appear symmetrical and they roll close to the cylinder.

The isocontours of time-averaged streamwise $\left(u_{m}\right)$ and wallnormal velocity $\left(v_{m}\right)$ along with the mean pressure coefficient $\left[C_{p}=\left(P-P_{\infty}\right) / 0.5 \rho U_{\infty}^{2}\right]$ are presented in Fig. 11. The contour with zero value of $u_{m}$ is drawn with the white line to separate the zones of positive and negative velocity apart from to mark the stagnation points. The front stagnation point moves toward the wall from the centerline of the cylinder. Furthermore, the inner separation point shifts downstream along the shoulder of the lower half of the cylinder, while the outer separation point moves upstream along the shoulder of the upper half as the wall is approached. These movements of stagnation and separation points change the wake size behind the cylinder and vary the base pressure: The pressure distribution becomes quite asymmetrical for $G / D=0.25$. The maximum value of $C_{p}$ is attained at the front stagnation point, whereas the lowest pressure occurs on the top and bottom of the cylinder near the point of separation of the shear layers, and these positions depend on the gap ratio. The center of the core of recirculation region coincides with the negative pressure zone downstream that shifts closer to the cylinder as gap ratio decreases. The stagnation point determined from the present LES was approximately at $\theta_{s}=-10.6^{0},-9.0^{0}$, and $-4.9^{0}$ for $G / D=0.25,0.5$, and 1.0 , respectively. These values moderately agree with the experi-


Fig. 11 The mean (a) streamwise and wall-normal velocity contours and (b) coefficient of pressure distributions for different G/D. Streamwise velocity contours are drawn by flood and wall-normal velocity contours are drawn by line (black color) diagrams. The thick white line indicates zero contour level for mean streamwise velocity.
ment [8] even at $\operatorname{Re}=1.45 \times 10^{4}$ and $\delta / D=0.48$, where $\theta_{s}=-9.6^{0}$, $-6.8^{0}$, and $-3.3^{0}$ for $G / D=0.3,0.5$, and 1.0 , respectively. Here, $\theta_{s}$ is measured from the front point on the horizontal axis of the cylinder and in the clockwise direction. The movement of stagnation point will be associated with the generation of lift; an effect of the boundary layer that has already been reported in Refs. $[8,36]$. The deflection of the wake and its departure from the symmetry due to the wall proximity can be understood by the isocontours of streamwise velocity. Negative $u_{m}$ values upstream and downstream of the cylinder depict the flow separations that diminish as the cylinder is moved away from the wall. Asymmetry in the wake shape and lift-off of the boundary layer are well reflected in $v_{m}$ values. As the gap ratio increases $(G / D=1.0)$, distribution of $v_{m}$ approaches a symmetric look, although the effect of the boundary layer is evident.

The streamwise evolutions of mean skin friction $\left(\overline{C_{f}}=\overline{\tau_{w}}\right.$ $0.5 \rho U_{\infty}^{2}$, where $\overline{\tau_{w}}=\left.\mu \overline{\partial u / \partial y}\right|_{y=0}$ being the wall shear stress) for the three gap ratios are shown in Fig. 12. The separation and reattachment points along with the length of bubbles both upstream and downstream of the cylinder are summarized in Table 2. For $G / D=0.25, \overline{C_{f}}$ becomes negative at $x / D=-2.58$ to -0.71 indicating an upstream separation, which is absent in the other two cases. The drop followed by a sharp rise in $\overline{C_{f}}$ upstream of $x / D=0$ is due to the combination of wall proximity and flow acceleration beneath the cylinder. The peak value of $\overline{C_{f}}$ becomes maximum for this gap because the flow beneath the cylinder is under the maximum negative pressure. Downstream of the cylinder, $\overline{C_{f}}$ becomes negative for all the cases indicating the separation region. The appearance of a secondary bubble downstream is also reflected in the streamwise evolution of $\overline{C_{f}}$ for a low gap ratio. When compared with the skin friction values evaluated from the correlation
of turbulent flow, Fig. 12 illustrates the relaxation of flow near the wall. For $G / D=1$, an overshoot of $\overline{C_{f}}$ is observed after reattachment of flow, and it approaches the level of turbulent $C_{f}$ downstream. For other two cases, large regions of negative $\overline{C_{f}}$ are seen


Fig. 12 Profiles of $C_{f}$ for $G / D=0.25,0.5$, and 1.0. The solid lines indicate $\bar{C}_{f}$ and the dotted lines are corresponding instantaneous $C_{f}$ separated by $0.2 T$. Turbulent $C_{f}$ profile is obtained from the correlation $C_{f}=0.058 / \operatorname{Re}_{x}^{1 / 5}$.

Table 2 The onset of separation and reattachment

| $G / D$ | Upstream separation ( $x / D$ ) |  |  | Downstream separation ( $x / D$ ) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Primary bubble |  |  | Secondary bubble |  |  |
|  | Start | End | Length | Start | End | Length | Start | End | Length |
| 0.25 | -2.58 | -0.71 | 1.87 | 1.69 | 10.06 | 8.37 | 2.89 | 3.64 | 0.75 |
| 0.5 | - | - | - | 1.06 | 4.57 | 3.51 | 1.95 | 2.52 | 0.57 |
| 1.0 | - | - | - | 1.34 | 3.04 | 2.7 | - | - | - |

that slowly attain the level of turbulent $C_{f}$ far downstream. To highlight the near-wall flow, the skin friction distributions at six instants within a shedding period are superimposed. Large amplitude oscillations with low and high frequencies are observed behind the cylinder illustrating the unsteady bubble dynamics and its breakdown. The oscillations in instantaneous $C_{f}$ also start earlier for a large gap ratio as compared with a low gap. This is attributed to the delayed instability of shear layers for a low gap ratio that will be explained in Sec. 3.3.
3.3 Development of 3D Motion and Breakdown to Turbulence. The isosurface of the spanwise component of instantaneous vorticity for different gap ratios is depicted in Fig. 13 to visualize the internal growth mechanism of shear layers in proximity to a wall and the 3D flow structures. For a low gap ratio ( $G / D=0.25$ ), the outer shear layer shed from the cylinder appears to remain laminar up to $x / D=2.5$ and then the shear layer instability sets in that quickly breaks down to turbulent flow down-


Fig. 13 Isosurfaces of spanwise vorticity $\left(\omega_{z}= \pm 2.0\right)$ for $G / D$ $=0.25,0.5$, and 1.0
stream. As stated earlier, the boundary layer cannot be identified separately because of its strong coupling with the inner-shear layer and a large separation region is observed. The flow is turbulent away from the wall with the appearance of small-scale eddies and loss of coherent structures leaving a relatively calm near-wall.

With increase of $G / D$ ratio, the effect of wall proximity is decreased, and the breakdown of both the outer- and the innershear layer occurs relatively closer to the cylinder. The shear layers tend to retain their coherent structures with appearance of small-scale eddies. Further to note that the deflection of the boundary layer is inhibited. For $G / D=1$, the boundary layer preserves its identity with formation of a thin separation bubble. In this case, the perturbations created by the turbulent shear layers are amplified near the wall with appearance of longitudinal streaky structures, which are the features of flow transition. A sectional view of instantaneous velocity fluctuations $\left(u^{\prime}\right.$ and $v^{\prime}$ that are obtained by subtracting the mean part from the instantaneous value) along with streamwise velocity ( $u$ ) contours in the $x-y$ plane is presented in Fig. 14(a) for a large gap ratio $(G / D$ $=1$ ). The flow is characterized by alternating Kármán vortices behind the cylinder, and these have not been suppressed. From a zoomed view it is clear that the Kármán vortices interact with the outer part of the boundary layer resulting in local eddies, which convect and breakdown downstream. Thus, the formation of these eddies in the outer part of the boundary through a Kelvin-Helmholtz-like instability is the root to transition under the convective wake. A similar view of boundary layer transition under


Fig. 14 Streamwise velocity contour and vector plot of velocity fluctuations $\left(u^{\prime}, v^{\prime}\right)$ for (a) front view ( $x-y$ plane) along with a zoomed section, (b) top view ( $x-z$ plane) considering a gap ratio of $G / D=1.0$. For better visualization, two vectors are skipped in the $x$-direction and four vectors in the $y$-direction, respectively.


Fig. 15 Spanwise correlation functions of the streamwise and the wall-normal velocity fluctuations
passing wakes is described in Ref. [37]. The top view along a section near the wall $(y / D=0.25)$ shows the development of lowspeed streaks because of boundary layer excitation by these migrating coherent vortices, Fig. 14(b). These near-wall structures are visible up to $x / D=8.5$.

The average spacing between the streamwise streaks, which are the features of transition under free-stream turbulence can be determined from the spanwise correlation functions of streamwise ( $R_{u u}$ ) and wall-normal velocity fluctuations ( $R_{v v}$ ). For a large gap ratio $(G / D=1)$, where the boundary layer retains its identity and appears to approach a canonical layer, the variation in $R_{u u}$ and $R_{v v}$ at a streamwise location of $x / D=7.0$, and three wall-normal positions are shown in Fig. 15. Both $R_{u u}$ and $R_{v v}$ predict an average streak spacing of $1.6 D$ (twice the distance to the first $R_{u u}$ minimum, or four times the distance to the first $R_{v v}$ minimum). In terms of boundary layer thickness ( $\delta$ ), the streak spacing becomes $1.33 \delta$, being $\delta=1.2 D$ at the location. Here, $\delta$ is calculated from the location of maximum mean velocity in between the plate and the wake. The experiments and simulations on boundary layer transition due to moderate to strong levels of fst $[33,38]$ illustrate streamwise streaks with mean separation of the order of boundary layer thickness. Thus, the present study indicates that the transition mechanism of the boundary layer for a large gap ratio is similar to the bypass transition by fst, although here the excitation is caused by the Kármán vortices: the observation is consistent with Ref. [34].

To characterize the boundary layer further under the excitation of wake for $G / D=1$, the profiles of $u_{\text {rms }}$ are presented in Fig. 16, where the wall-normal coordinate is scaled with the local displacement thickness $\left(\delta^{*}\right)$ and $u_{\mathrm{rms}}$ with its maximum inside the boundary layer. Here $\delta^{*}=\int_{0}^{\delta}\left(1-\bar{U} / U_{\delta}\right) d y$, where $U_{\delta}$ is the maximum mean velocity in between the plate and the wake. The experimental data of Matsubara and Alfredsson [38] are superimposed, which were obtained from a transitional boundary layer subjected to moderate free-stream turbulence. The computed profiles of $u_{\text {rms }}$ exhibit an approximate self-similarity near the wall and within $x / D=3.5$ to 5.0 . High values attributing to the wake flow are observed in the outer region, Fig. 16(a). The agreement with the measured data [38] appears good illustrating that the mode of transition and formation of streaks in this case are similar to those of boundary layer perturbed by strong levels of fst. The location of $u_{\mathrm{rms}}$ peak shifts toward the wall depicting the end of transition downstream of $x / D=7.5$, Fig. $16(b)$. In the region of $x / D=5-7$, a large value of $u_{\mathrm{rms}}$ is noticed, which is attributed to interactions of large-scale eddies of the shear layers with the boundary layer.

For $G / D=0.5$, some important features of shear layer transition under the influence of boundary layer can be illustrated by instantaneous velocity fluctuations along with streamwise velocity $(u)$


Fig. 16 Time-averaged nondimensional $u_{\text {rms }}$ near the wall: (a) between $x / D=3.5-5.0$ and (b) after $x / D=7.5$
contours in Fig. 17(a): a sectional view along the $x-y$ plane. The wake flow seems to be turbulent downstream of $x / D=3.0$ with appearance of large- and small-scale structures. The coherent vortices formed due to mutual interactions of shear layers suffer from


Fig. 17 Streamwise velocity contour and vector plot of velocity fluctuations ( $u^{\prime}, v^{\prime}$ ) for (a) front view ( $x-y$ plane) and (b) side views ( $y-z$ plane) considering a gap ratio of $G / D=0.5$. For details refer Fig. 14.


Fig. 18 The power spectra at $R e=1440$ for $G / D=0.5$ : (a) streamwise velocity and (b) spanwise velocity
the intrusion of the deflected boundary layer and hence loss of symmetry. The velocity contours become negative near the wall indicating an unsteady separation bubble that breaks down and convects downstream. The cross-sectional flow at different $y-z$ planes is presented in Fig. $17(b)$. At $x / D=1.5$, both the shear layers shed from the cylinder and the boundary layer can be separately identified. The shear layers at this section are laminar with small fluctuations. At $x / D=5$, the flow in the outer layer is perturbed with large spanwise vortices that are most possibly attributed to the shear layer instability. These large spanwise vortices, which constantly eject fluid from the inner layer, are visible even at $x / D=10$. At $x / D=15$, the flow field including the near-wall region is dominant with fine-scale turbulent structures.

The power spectra considering the streamwise and spanwise velocity fluctuations are depicted in Fig. 18(a) and 18(b) for $G / D=0.5$ and $\mathrm{Re}=1440$. The velocity histories have been collected in the midspan plane at locations of $x / D=3.3,5$, and 10 , $y / D=2.0$ over a time-period of $T U_{\infty} / D=15$ ( $T$ being the timeperiod of vortex shedding). At $x / D=3.3$, a peak in the power spectra is observed at $\mathrm{St}=0.25$ for both $E_{u u}$ and $E_{w w}$, which can be considered as the vortex shedding frequency in proximity to a wall. At $x / D=5$ and 10 , a wide range of shedding frequency with more energetic high frequency harmonic are observed. This is attributed to the breakdown of primary vortices to small-scale energetic eddies downstream. The mesh used in the present LES appears good to resolve the wake and boundary layer interactions. The power spectra $E_{w w}$ ensure the development of spanwise fluctuations.
3.4 Turbulence Statistics. The profiles of the streamwise component of mean $\left(\bar{U} / U_{\infty}\right)$ and fluctuating $\left(u_{\mathrm{rms}} / U_{\infty}\right)$ velocities at different sections ( $x / D=2,3,5,7,10$, and 15 ) for the three gap ratios are shown in Fig. 19. The evolutions of velocity profile derived from the Blasius solution are also superimposed to illustrate the change in flow field due to the presence of a cylinder near the wall. For a low gap ratio, $G / D=0.25$ corresponding to $G / \delta$ $=0.6$, the velocity profiles indicate a fairly large wake-deficit behind the cylinder ( $x / D=2$ and 3 ) apart from an accelerated flow beneath it and a large downstream separation. This large wakedeficit is attributed to the frozen shear layers for a relatively longer period when the cylinder is submerged within the boundary
layer. The presence of the velocity deficit is visible far downstream even up to $x / D=10$ and is almost parallel to the wall. As explained earlier, the strong coupling between the inner-shear layer and the boundary layer in this case causes the deflection of


Fig. 19 Profiles of streamwise mean and rms velocity along with the Blasius solution for $G / D=0.25,0.5$, and 1.0 at $x / D=2$, 3, 5, 7, 10, and 15; - $\bar{U} / U_{\infty},---u_{\mathrm{rms}} / U_{\infty}, \cdots \cdots .$. Blasius solution


Fig. 20 Time-averaged nondimensional turbulent kinetic energy productions near the wall and after $x / D=7.5$
the boundary layer, and they convect in a parallel trajectory. When the turbulent fluctuations are compared with the corresponding velocity profiles, it illustrates that the turbulence generation occurs along the trajectory of the shear layer, which remains away from the wall. Thus, the mutual interactions between the shed vortices and the boundary layer originate turbulence. For $G / D$ $=0.5$ or $G / \delta=1.2$, the mechanism of turbulence generation remains the same as before with considerably large wake deficit, although lift-off of the boundary layer is less severe with appearance of a relatively smaller downstream separation.

For $G / D=1$ that corresponds to $G / \delta=2.4$, the cylinder remains well outside the boundary layer. Thus, the wake deficit and the growth of boundary layer can be separately identified in velocity profiles except in the near wake, where the shear layers govern the turbulence. The peak values in velocity fluctuation shift toward the wall downstream illustrating the interactions of large coherent vortices in the wake with the boundary layer. When compared with the Blasius solution, the velocity profiles become inflexional between $x / D=2$ and 3 , and the boundary layer appears turbulent downstream of $x / D=7$. To characterize the state of boundary layer after being excited by the coherent vortices in this case, profiles of the time-averaged turbulent kinetic energy production $p^{+}=-\overline{u^{\prime} v^{\prime}}\left(\partial u^{+} / \partial y^{+}\right)$(normalized by wall parameters) at four streamwise stations are compared with the DNS of Spalart [39] and the experimental data of Kim et al. [40] in Fig. 20. The study of Spalart on the turbulent boundary layer revealed that profiles of $P^{+}$at three different momentum thickness Reynolds numbers $\left(\operatorname{Re}_{\theta}=300,670\right.$, and 1410) are self-similar. $P^{+}$evaluated from the resolved part of the present LES almost reproduces this feature as evident in the self-similarity of the profiles downstream of $x / D$ $=7.5$, although the data of Spalart and Kim et al. are under predicted by about $8 \%$. It should be noted that the value of $\mathrm{Re}_{\theta}$ calculated from LES is approximately 150 at $x / D=7.5$, where the boundary layer appears turbulent. The boundary layer becoming turbulent at low range of $\operatorname{Re}_{\theta}$ has also been observed in Ref. [34]: characteristics of wake-boundary layer interactions.

To understand the relative effects of $G / D$ ratio on the wake and boundary layer interactions, the profiles of turbulent kinetic energy $\left(T K E=\frac{1}{2} \overline{u_{i}^{\prime} u_{i}^{\prime}}\right)$ along with its production $\left(P_{\mathrm{TKE}}=\right.$ $-u_{i}^{\prime} u_{j}^{\prime} \partial \overline{u_{i}} / \partial x_{j}$ ) at different locations downstream of the cylinder are presented in Fig. 21. The zone of high TKE and production is approximately marked in the figure. As expected, the enhancement of turbulence occurs along the trajectories of the shear layers leaving a relatively calm near-wall region for low gap ratios ( $G / D$ up to 0.5). This is attributed to the strong coupling between the approaching boundary layer and the inner-shear layer leading to a rapid growth of disturbances with appearance of small-scale eddies in regions away from the wall: an example of mutual interactions between the boundary layer and the shear layer. The production occurs in regions of high turbulent stress and high spatial velocity gradient aligned in the same direction. Thus, the high


Fig. 21 Profiles of turbulent kinetic energy and production for $G / D=0.25,0.5$, and 1.0 at $x / D=2,3,5,7,10$, and 15 ; - TKE, --- production
production along the path of the wake is due to the coexistence of turbulent stress and shear in the wake fluid. For a large gap ratio ( $G / D=1.0$ ), the high TKE and production are not confined along the path of the shear layers, rather the augmentation is migrated toward the wall as marked. In this case, the inner-shear layer shed from the cylinder perturbs the inflexional boundary layer during its convection generating higher frequency energy-content eddies. Hence, the high production near the surface can be considered as the combined effect of a local concentration of vorticity and a growing level of turbulence in the boundary layer under excitation of the convective wake.

## 4 Conclusions

LES of flow past a circular cylinder in proximity to a wall has been carried out to understand the insight of flow physics involving the wake and boundary layer interactions for different gap ratios. The resolved flow field elucidates the mutual effects, i.e., modification of wake dynamics due to the presence of boundary layer and excitation of the boundary layer because of the wake flow. The Reynolds number considered here is in the range of shear layer transition.
For a low gap ratio, when the lower shear layer lies within the boundary layer ( $G=0.6 \delta$ ), a strong pairing between the innershear layer and the boundary layer is observed. This delays the shear layer transition from two-dimensional to three-dimensional flow in the wake and deflects the boundary layer immediately behind the cylinder with a relatively large separation. It also inhibits the creation of a vortex pair evolving a unique row of likesigned vortices after breakdown to small-scale eddies downstream of $x / D=4$. In this case, the dominant wake shedding frequency shifts to 0.4. Furthermore, the inner-shear layer and the boundary layer do not cancel each other, although of different signs of vorticity. This supports the experimental observation of Price et al. [1].

At a moderate gap ratio (when $G \simeq \delta$ ), the inner- and the outerlayer shed from the cylinder tends to curl up in an alternate fashion, although lack of symmetry is strongly evident. Here also the boundary layer is stretched because of the attraction of the innershear layer evolving an unsteady bubble, the periodicity of which appears to be same of vortex shedding. The mutual interactions of the wall vortices and that with the shed vortices create a remarkable difference in the wake dynamics: trajectories of shed vortices cross each other and an inversion on the position of vortices occurs with respect to the unbounded case. The presence of a wall causes movements of stagnation and separation points changing the wake size and base pressure and thus an upward lift on the cylinder is generated.

When the cylinder is far apart from the wall ( $G=2.4 \delta$ ), the vortex shedding is similar to the Kármán sheet and the Strouhal frequency becomes close to 0.2 , but asymmetry in wake shape is still evident. The Kármán vortices excite the boundary layer in an alternate fashion that triggers its transition.

An attempt is made to describe the transition mechanism of the shear layers and that of the boundary layer with respect to the gap ratio. For a relatively low gap ratio ( $G=0.6 \delta-1.2 \delta$ ), the shear layer instability sets in with appearance of a spanwise wavelength that becomes three-dimensional and breakdowns to turbulent flow downstream. Here, the coherent vortices of the shear layers suffer from the intrusion of the deflected boundary layer. The boundary layer losses its identity downstream because of its strong coupling with the shear layers. Thus, the generation of turbulence and production in this case is mainly due to shear in the wake fluid illustrating a high active outer region along the wake trajectory and a relatively calm near-wall. On the other hand, when the cylinder is well outside the boundary layer ( $G=2.4 \delta$ ), the shear layers and the boundary layer can be separately identified. The breakdown of both the outer- and inner-shear layer occurs relatively closer to the cylinder and the wake tends to retain its coherent structures with appearance of small-scale eddies. These coherent structures inject momentum to the boundary layer during their convection that in turn evolves streaks leading to transition to turbulence of the boundary layer, an example of receptivity to external disturbances. Thus, the transition mechanism of the boundary layer for a large gap ratio is somewhat similar to the bypass transition by fst, although here the excitation is caused by the Kármán vortices. Downstream of $x / D=7.5$, the boundary layer approaches a canonical turbulent layer. This is noteworthy in terms of differences in response of the boundary layer close to a migrating wake as gap ratio changes.
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# On the Pulsed and Transitional Behavior of an Electrified Fluid Interface 


#### Abstract

Transient modes of an electrified fluid interface are investigated, specifically, (a) intermittent or pulsed cone-jet mode and (b) smooth and abrupt transitions of the interface in response to a step voltage. These modes were studied experimentally by capturing the motion of the interface and measuring the emitted ion current (via electrospray) as they occur. The observed phenomena are described using an analytical model for the equilibrium of an electrified fluid interface, and the effect of operational parameters on the transient modes is discussed. Pressure, which is related to the supplied flow rate, significantly influences the behavior of the transient modes. It is useful to understand transient modes so they can be avoided in applications that require a stable electrospray. However, with improved knowledge, the modes studied here can assist in the development of specialized applications. [DOI: 10.1115/1.3203203]


## 1 Introduction

An electrospray will form from an air-fluid interface subject to a large electric field. The interface deforms into a conical shape, and the spray, consisting of highly charged droplets, emits from the apex of the cone. This mechanism is used in electrospray ionization, where compounds are transferred from solution into the gas phase. Electrospray is of great importance for mass spectrometry [1], material deposition [2], and sample synthesis [3].

The shape of an electrified interface, the conditions that lead to the onset of jetting, and the properties of the emitted jet have been studied for decades. Taylor [4] first reported an analytical model for the formation and structure of the electrified cone. Basaran and Scriven [5] and Pantano et al. [6] investigated the shape and stability of droplets in an electric field, and Stone et al. [7] used slender body theory to study drops with conical ends. The "modes" or "regimes" that an electrified interface can exhibit were reported by Cloupeau and Prunet-Foch [8]. Fernandez de la Mora [9] accounted for the effect of space charge in the emitted jet on the cone shape to explain differences in observed cone angles from that predicted by Taylor [4]. Fernandez de la Mora and Loscertales [10] and Ganan-Calvo et al. [11] studied the spray current and emitted droplet size of a conical electrified interface, and introduced scaling laws to predict these two quantities. Cherney [12] used perturbation methods to investigate the structure of the Taylor cone and the emitted jet. For a complete review on the subject of Taylor cones, see Ref. [13].

More recently the dynamic and transient behavior of an electrified interface has received greater attention. Collins et al. [14] reported a simulation of cone and jet formation and droplet breakup. Notz and Basaran [15] investigated drop formation in an electric field, and Reznik et al. [16] investigated the shape evolution of an electrified interface over time, examining isolated droplets and the impact of electrical Bond number on interface evolution.

In this study, two transient modes are examined: (a) intermittent or pulsed cone-jet mode, and (b) smooth and abrupt transitions of the interface in response to a step voltage. These modes are studied by capturing the motion of the interface and measuring the emitted ion current. The observed phenomena are then accounted

[^5]for using a recently developed equilibrium model by Gubarenko et al. [17]. The model simplifies the treatment of the complex modes by assuming that the operating point of the interface parameters moves within an operational space and transitions between equilibrium and quasi-equilibrium states. This allows for these phenomena to be understood and predicted, and the impact of operational parameters on the transient behavior is determined.
Several experimental techniques have been used to probe the dynamic behavior of electrified interfaces. Zhang and Basaran [18] used fast imaging to characterize the dynamics of drop formation from a nozzle under electric fields of weak to moderate strengths. Marginean et al. [19] used a combination of fast imaging and current measurements to study the same problem under weak, moderate, and large electric fields. Others used Phase Doppler Anemometry to measure the size and velocity of droplets produced by an electrospray [20,21]. Here, we follow Marginean et al. [19], and use a two pronged approach based on imaging and current measurements.
Typically, a steady cone-jet is of primary importance, especially in applications such as mass spectrometry. Knowledge of the transient modes considered in this study, and the operational parameters that cause them, is useful to avoid the negative aspects of these modes. However, if better understood, the transient modes considered here can assist in the further development of useful applications, such as e-jet printing [22] and material deposition [23].

## 2 The Equilibrium Model

A full description of the equilibrium model is given by Gubarenko et al. [17], and the details are briefly summarized here. The model describes the impact of the three dominant stressessurface tension, electric (Maxwell) stress, and pressure difference-on the equilibrium of an electrified interface (note that the impact of the viscous stress is small and can be neglected). A three dimensional space of the operating parameters is described, and regions or subdomains are defined where equilibrium, quasi-equilibrium, and nonequilibrium conditions exist. These subdomains are explicitly defined below. The surfaces dividing the subdomains are referred to as "critical surfaces," and represent the boundary of equilibrium (or quasi-equilibrium) and nonequilibrium states. It is convenient to work in a two dimensional operational space, so the electrode separation distance is typically fixed, and the impact of the applied voltage and pressure difference is focused on. In this case, the critical surface is re-


Fig. 1 Quasi-equilibrium states for the interface. In all cases, the interface emits a spray.
duced to a "critical curve." The model reveals that the angle at the center of the interface, the apex angle $(\theta)$, dramatically affects the location of the critical surface in the operational space.
"Equilibrium" means all forces are balanced on the interface, the apex angle is 0 deg, and the interface does not emit a spray. In "quasi-equilibrium," all forces are balanced on the interface; however, the apex angle is nonzero and the interface emits a spray (see Fig. 1 for examples of an interface in quasi-equilibrium). Fluids of high conductivity have a small jet formation region located almost entirely at the apex of the cone [8]. This means that an interface in quasi-equilibrium can accurately be described as a continuous function after specifying an apex angle (i.e., the jet formation region can be omitted in the model). Highly conductive fluids are the focus of both this study and the analytical model [17].

An electrified interface has an operating point that is a function of the applied voltage, electrode separation, and pressure difference residing inside the operational space. The location of the operating point defines the important characteristics of the interface. By using the equilibrium model, properties of the interface can be predicted or selected, including the equilibrium status of the interface, the presence of an electrospray, and the shape of the meniscus. The operating point can also move within the operational space and transfer between equilibrium subdomains.

To use the equilibrium model, it is necessary to specify the value of the apex angle and calculate the pressure difference across the interface. The sine of the apex angle defines the location of the critical surface, and the pressure difference dictates (along with the applied voltage and electrode separation distance) the location of the interface operating point in the operational domain. The apex angle term is calculated from the experimental data by fitting a linear function to several points (on the order of 10-20) to a portion of the interface in the vicinity of the apex. It is important to note that the apex angle used here and the classic Taylor angle $\theta_{T}$ [4] are related as $\theta+\theta_{T}=90$ deg.

For an interface under pressure, surface tension, and electric stress, the pressure term is found by solving a stress balance for the interface, knowing the curvature of the interface and surface tension coefficient (giving the stress from the surface tension), and the applied voltage and counterelectrode separation (giving the electric stress). Note that the pressure term is the excess internal pressure at the interface that balances the surface tension and electric stress. The position of the interface as a function of pressure difference can be expressed using the stress balance, and compared with the position of the interface at experimentally found points. By minimizing the difference between the measured and calculated points, the pressure difference across the interface can be found [24]. The pressure difference for interfaces not under electric stress can be determined by solving the Young-Laplace equation. Pressure values are gauge pressures.

The equilibrium model accounts for the observed transient phenomena of an electrified interface. The phenomena considered in this study are intermittent or pulsed cone-jet mode and smooth and abrupt transitions of the interface in response to a step voltage. The equilibrium model accounts for these phenomena as movement of the operating point of the interface within the operational domain and the transition between equilibrium and quasi-equilibrium states. This approach simplifies the treatment of these transient phenomena while still accurately describing the observed behavior.

Most applications require transient phenomena to be avoided all together. In mass spectrometry or material deposition, stable conejets emitting a steady stream of material are essential. However, other more specialized applications find transient phenomena to be useful. For example, it is possible to use pulsed cone-jet mode to emit discrete packets of droplets through the electrospray mechanism. Rather than having a continuous spray, droplets are emitted intermediately using this mode, and it was proposed to use pulsed cone-jets in printing [22] and material deposition [23] applications. It might also be possible to use this mechanism to mimic the function of an ion gate or shutter. A theoretical understanding of intermittent or pulsed cone-jet mode using the analytical model reported in Ref. [17], combined with the results of this study, will assist in the further development of specialized applications. Application of the equilibrium model to transient phenomena is discussed in Sec. 3.

## 3 Experimental Investigation of Transient Phenomena

3.1 Materials and Experimental Setup. Testing was performed using metal tubing with a radius of $150 \mu \mathrm{~m}$. The electrified interface was located at the edge of the metal tubing that was positioned directly in front of the counterelectrode. For the imaging of the interface, the bulk fluid used in this study was a $100 \mu \mathrm{M}$ solution of Rhodamine B in $70: 30 \mathrm{MeOH}: \mathrm{H}_{2} \mathrm{O}$. The surface tension values were determined using Ref. [25]. Rhodamine B is a fluorescent dye and was used to improve the recording, analysis, and display of the interface. For the experiments that involved measuring the emitted ion current, the bulk fluid is a $100 \mu \mathrm{M}$ solution of sodium iodide (NaI) in 90:10 $\mathrm{MeOH}: \mathrm{H}_{2} \mathrm{O}$. For some experiments, the bulk fluid is modified by adding $1 \% \mathrm{AcOH}$.

The flow rate was controlled using a syringe pump (Cole Parmer, Montreal, QC, Canada), and the interface was observed and recorded using an inverted fluorescent microscope (Leica, Wetzlar, Germany) and charge-coupled device (CCD) camera (Sony, Tokyo, Japan). Using optical filters and a dichromatic mirror (a filter cube), the microscope can illuminate the interface with light at a wavelength of $515-560 \mathrm{~nm}$, and pass light at a wavelength exceeding 590 nm to the CCD camera. These wavelengths are ideal for the excitation/emission spectrum of Rhodamine B. Voltage is applied to the metal tubing using a high voltage source (Labsmith HVS448) with an operating range $0-3000$ V. The radius of the interface in all of the captured images is $150 \mu \mathrm{~m}$, which is the same as the outer radius of the metal tubing. Images of the interface are captured at a resolution of $640 \times 480$ in PNG format and processed using MATLAB [26].

The use of Rhodamine B allows for the interface to be more easily visualized and processed. However, it was typically found that the emitted jet could not be visualized when illuminated by filtered light. This is likely because of the narrow bandwidth applied and the small volume of the jet. The jet was visualized when the full spectrum (bandwidth) of light is applied. All frames are aligned so that the bottom of the image is aligned with the end of the metal tubing. This was confirmed visually and simplifies image processing.

Emitted ion current measurements are made using a current amplifier (Keithley, Cleveland, OH ), and the output is monitored using a digital oscilloscope (Agilent, Santa Clara, CA). Ions are emitted from the apex of the Taylor cone and neutralized on the counterelectrode. This current was measured, converted to a voltage, and then amplified for measurement.
3.2 Intermittent or Pulsed Cone-Jet Mode. The intermittent or pulsed cone-jet mode was identified by Cloupeau and PrunetFoch [8] who reported that this occurs when "the voltage is slightly lower than for which a single permanent jet is obtained," and this mode is one focus of this study. Marginean et al. [19] studied transitions between the operating regimes of an electrospray in experimental studies, and Li [27] investigated meniscus


Fig. 2 Two images of an electrified interface in "intermittent or pulse cone-jet mode." The shape of the interface cycles back and forth between (a) and (b) at a frequency of 6 Hz . The apex angle in ( $b$ ) is 63 deg.
deformation under the influence of a pulsed voltage-in contrast to this work where intermittent or pulsed cone-jet mode is observed for constant voltages.

An example of pulsed cone-jet mode is shown in Fig. 2. The applied voltage was held constant at 3000 V and the flow rate was $0.1 \mu \mathrm{l} / \mathrm{min}$. The time difference between Figs. 2(a) and 2(b) is 165 ms . These two interface shapes repeated cyclically at a constant frequency of 6 Hz , transforming from a rounded apex (slope at the middle equal to zero) to a typical cone-jet configuration, and back again. During the brief cone-jet period, the interface emits a spray, resulting in a pulsed spray being emitted at the same frequency as the interface transition.

As shown in the operational domain in Fig. 3, this pulsed conejet transition will straddle two critical curves-one corresponding to $\theta=0 \mathrm{deg}$ and the other corresponding to $\theta=63 \mathrm{deg}$ (the apex angle in Fig. 2(b)). The operating point of the interface in Fig. 2 (a) sits left of the critical curve in equilibrium. As the pressure increases, the operating point moves to the right and crosses the critical curve (to the point marked " $\bullet$ "). The movement is in a straight horizontal line as the voltage is held constant. As the operating point crosses the critical curve to the point marked $\bullet$, it smoothly and immediately relocates into the quasi-equilibrium region, left of the critical curve for $\theta=63 \mathrm{deg}$, as shown by the broken arrow in Fig. 3. Once in the quasi-equilibrium region, the interface appears as seen in Fig. 2(b).

Once in the quasi-equilibrium region, the pressure increases for a short amount of time until it crosses the critical curve for $\theta$ $=63$ deg to the point marked with a - . Once it crosses this curve, the interface is in nonequilibrium, and it adjusts to find an equi-


Fig. 3 Operational domain for an electrode separation distance of 7 mm and surface tension coefficient of $27.48 \mathrm{mN} / \mathrm{m}$. The operating point moves left and right in the domain across the critical curves between equilibrium and quasi-equilibrium.


Fig. 4 Current measurements of emitted ion current. The ion current is collected at the counterelectrode and converted to a voltage. The bulk fluid is a $100 \mu \mathrm{M}$ solution of NaI in 90:10 $\mathrm{MeOH}: \mathrm{H}_{2} \mathrm{O}$. The flow rate in (a) is $2 \mu \mathrm{l} / \mathrm{min}$ and in (b) is $0.5 \mu \mathrm{l} / \mathrm{min}$. The current peaks represent the quasi-equilibrium state of the interface.
librium state. Due to the low applied flow rate, the interface collapses and returns to the equilibrium state (shown by the broken arrow). Once back in equilibrium, the pressure builds again and the process repeats itself. This cyclic process is observed to occur at a very regular frequency of approximately 6 Hz .

The question remains as to why the interface in Fig. 2(b), after moving out of the quasi-equilibrium region, collapses to an equilibrium state rather than moving to a second quasi-equilibrium state (as seen for the smooth transition below). This is because of the supplied flow rate. For similar operating conditions at higher flow rates, a stable cone-jet can form [17]. Experimentally, it was found that higher flow rates create larger pressure differences (in the negative direction) across the interface. A similar finding was reported in other electrospray studies [28]. At low flow rates, the pressure difference across the interface remains small, and the operating point of the interface is limited by the amount it can move in the negative pressure direction (to the left in Fig. 3). As a result, the operating point-after crossing into nonequilibriummust move to the right, back to the equilibrium region. Thus, the contention of Cloupeau and Prunet-Foch [8] that pulsed cone-jet mode occurs at voltages slightly below those required for a stable cone-jet should also include the importance of sufficient pressure (related to flow rate) as well. Fernandez de la Mora and Loscertales [10] and Chen and Pui [29] also reported a required minimum flow rate to achieve a stable electrospray. In their work, scaling laws for the minimum flow rate $\left(Q_{\text {min }}\right)$ are expressed as a function of the bulk fluid parameters, but they do not specifically address the relationship of flow rate and pulsed mode.

Ion current measurements confirm the regularity of pulsed cone-jet mode and the impact of flow rate (pressure) on the pulse frequency. Figure 4 shows the measured ion current emitted by an interface in pulse cone-jet mode for two different flow rate conditions. Figure $4(a)$ shows a flow rate of $2 \mu \mathrm{l} / \mathrm{min}$ and Fig. 4(b) shows a flow rate of $0.5 \mu \mathrm{l} / \mathrm{min}$. In both cases, the bulk fluid is a


Fig. 5 Time lapsed images of an interface undergoing an abrupt transition. The pressure difference is smoothly increased in (a) and (b), and a step voltage is discontinuously (abruptly) applied in (c). A loss of mass from the interface can be seen when the voltage is applied. (d) The stable final cone-jet.
$100 \mu \mathrm{M}$ solution of NaI in $90: 10 \mathrm{MeOH}: \mathrm{H}_{2} \mathrm{O}$. The current between pulses is primarily attributed to external electrical noise. In Fig. 4, the current peaks correspond to a quasi-equilibrium state of the interface (i.e., Fig. 2(b)), and the zero current condition corresponds to the equilibrium state (i.e., Fig. 2(a)). The pulsed mode seen in Fig. 4 is the low frequency component of what Juraschek and Rollgen [28] identified as "axial spray mode I." The low frequency oscillation of the spraying jet corresponds to the jumping (i.e., movement) of the operating point in the parameter space between equilibrium and quasi-equilibrium subdomains. This measurement shows that the magnitude of the emitted current remains constant despite changes in the pulse frequency, and that the pulse frequency (the emitted ions) can be controlled via the pressure difference across the interface (i.e., the supplied flow rate).
3.3 Smooth and Abrupt Transitions in Response to a Step Voltage. Experimental evidence reveals that it is possible to have both smooth and abrupt transitions from equilibrium to final quasi-equilibrium state. The type of transition (for fixed electrode separation) depends on how smoothly the pressure difference and voltage are applied to the interface. Smoothly applying an increasing pressure difference across the interface is done by operating the syringe pump at a constant flow rate. Smoothly applying the voltage is more difficult, as most high voltage supplies (including the unit used in the study) do not allow gradual transitions over a wide operating range, instead, allowing only finite steps. Nevertheless, the impact of varying the spray voltage, as well as the resultant response of the interface, was previously addressed by Marginean et al. [19].

Examples of transitions are shown in Figs. 5 and 6. Figure 5 represents an abrupt transition where pressure is smoothly applied, and the voltage is abruptly applied (a voltage step) from 0 V up to 3000 V. Figure 6 represents a smooth transition where the voltage is applied before any fluid is present (at 3000 V ), and then pressure is smoothly applied. The time delay between each frame is shown in each figure.

The transition of the interface in Figs. 5 and 6 can be tracked using the operational domains shown in Figs. 7 and 8, respectively. The solid and dashed arrows represent smooth transitions


Fig. 6 Time lapsed images of an interface undergoing a smooth transition. The voltage is applied in (a) before any fluid is present. The pressure difference smoothly changes from (b) to (d). The interface in (d) has been steady for hundreds of milliseconds. No abrupt loss of mass is seen for this smooth transition compared with the abrupt transition.


Fig. 7 Operational domain for an electrode separation distance of 10 mm and surface tension coefficient of $27.48 \mathrm{mN} / \mathrm{m}$. The solid arrow represents the smoothly increasing pressure difference, and the dotted arrow represents a discontinuous or abrupt increase in voltage. The application of voltage is discontinuous and not smooth. The pressures at (a), (b), and (d) are known exactly. There is no pressure to report for (c) since the interface has ruptured.
and the dotted arrow represents an abrupt change in voltage. For both cases, the electrode separation is fixed.

The operating point of the interface shown in Fig. 5 on the domain shown in Fig. 7 starts with a zero pressure difference and zero applied voltage ( $S$ in Fig. 7). As fluid is infused with the syringe pump, the operating point moves smoothly to the right (increasing positive pressure), up to the point shown in Fig. 5(a). The pressure difference across the interface in Fig. 5(a) can be found by measuring the height of the interface [17]. Mass is continually infused until nearly the boundary of equilibrium shown in Fig. $5(b)$. At this point, a step voltage of 3000 V is applied, and an image was taken (Fig. 5(c)) showing the interface undergoing an abrupt transition. As the interface completely ruptures, a substan-


Fig. 8 Operational domain for an electrode separation distance of 10 mm and surface tension coefficient of $27.48 \mathrm{mN} / \mathrm{m}$. The solid arrow represents smoothly increasing pressure difference, and the dashed arrow represents smooth relocations of the operating points. The transition is smooth; therefore there is no abrupt loss of mass, as seen in Fig. 5.
tial mass of fluid is ejected. Since the interface loses mass, the pressure difference across the interface moves in the negative direction. The operating point after transition (Fig. 5(d)) is to the left of the critical curve for $\theta=50 \mathrm{deg}$ in a quasi-equilibrium state, since the interface emits a spray after the voltage is applied.

Reznik et al. [16] also found a total rupturing of the interface, as in Fig. 5(c) (they defined this as droplets "jumping off"), but only for large contact angles in excess of $0.8 \pi$. Here, rupturing occurs at much smaller angles. Reznik et al. [16] dealt with isolated droplets-while here droplets are infused with mass from the syringe pump.

Qualitatively, it has been observed that when the pressure difference across the interface is large before an abrupt transition, the sudden loss of mass from the interface in transition is large. As seen in Fig. 5, when the applied pressure before transition is near the equilibrium limit, the mass lost when the voltage is applied was large. For smaller pressure differences before abrupt transition, the amount of mass lost from the interface was observed to be comparatively less.

For the smoothly transitioning interface in Fig. 6, the operating point starts at zero pressure difference but at an applied voltage of 3000 V (the step voltage is applied before any fluid is present). Mass is continually infused with the syringe pump, and the pressure difference smoothly increases in the positive direction, causing the operating point on the domain in Fig. 8 to start at $S$ and move to the right. After crossing the critical curve for $\theta=0 \mathrm{deg}$, the operating point immediately relocates to the quasi-equilibrium region, where the pressure increases again. Here the operating point moves to the right, crossing into nonequilibrium, and adjusts to find equilibrium. The flow rate in this case is sufficiently high; therefore the operating point can move to the left (for decreasing pressure, as also noted in Ref. [28]), and the interface moves into a second quasi-equilibrium state. This process repeats until the interface reaches a final steady operating location.

For the operating domain in Fig. 8, only three discrete transitions into three different quasi-equilibrium regions are shown and correspond to the three time delays of the interface shown in Fig. 6. It is possible to take more intermediate images of the interface and plot additional operating points. This would show a series of transitions between quasi-equilibrium states until reaching the steady configuration shown in Fig. 6(d), and would mean that the transitional operating points and critical curves would get increasingly closer together.

Overall, the interface in Fig. 6 smoothly transitions to a final quasi-equilibrium state: cone-jet mode. On the operating domain, the operating point moves in a smooth manner. Most notably, there is no dramatic rupture of the interface that is found for the abrupt transition found in Fig. 5, just a smooth transition to an interface in cone-jet mode.

The smooth transition can be compared with the pulsed cone-jet configuration considered in Sec. 3.2. In this case, the interface does not collapse and is able to return to a quasi-equilibrium state after a critical curve is crossed. The most notable difference in operating conditions is the supplied flow rate, where the smooth transition in Fig. 6 is an order of magnitude larger than the conditions in Fig. 2. With adequate flow rate, the pressure difference can decrease sufficiently, such that the operating point can move to the left. The operating point will relocate in a smooth manner between quasi-equilibrium regions, until a steady value for pressure difference is reached.

## 4 Summary

Two transient modes of operation for an electrified interface, intermittent or pulsed cone-jet mode and the smooth and abrupt transitions of the interface in response to a step voltage, have been investigated. Using an analytical model [17], the behavior was simplified by assuming that the operating point of the interface parameters moves within an operational domain and transitions between equilibrium and quasi-equilibrium states. The experimen-
tally measured interface motion and emitted ion current confirmed this and revealed the impact of the operational parameters on the transient modes. It was found that pulsed cone-jet mode is not only influenced by the applied voltage-pressure (related to the supplied flow rate) also plays a role in its formation and behavior.
When applying a step voltage, it is important to avoid an abrupt transition in most applications. When forming an electrospray for use in mass spectrometry, a dramatic loss of mass, as the voltage is first applied, could result in significant sample loss (contained in the solvent). For material deposition, an abrupt emission of mass affects the uniformity of the film being applied. The amount of mass ejected during the abrupt transition is unpredictable, and a good way to avoid abrupt transitions is to smoothly vary the pressure difference (from zero) after the step voltage is applied.
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Applications of the breakup of a liquid jet into droplets are common in a variety of different industrial and engineering processes. One such process is industrial prilling, where small spherical pellets and beads are generated from the rupture of a liquid thread. In such a process, curved liquid jets produced by rotating a perforated cylindrical drum are utilized to control drop sizes and breakup lengths. In general, smaller droplets are observed as the rotation rate is increased. The addition of surfactants along the free surface of the liquid jet as it emerges from the orifice provides a possibility of further manipulating breakup lengths and droplet sizes. In this paper, we build on the work of Uddin et al. (2006, "The Instability of Shear Thinning and Shear Thickening Liquid Jets: Linear Theory," ASME J. Fluids Eng., 128, pp. 968-975) and investigate the instability of a rotating liquid jet (having a power law rheology) with a layer of surfactants along its free surface. Using a long wavelength approximation we reduce the governing equations into a set of one-dimensional equations. We use an asymptotic theory to find steady solutions and then carry out a linear instability analysis on these solutions.
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## 1 Introduction

The manufacture of small spherical pellets can be achieved through the industrial prilling process. In such a process a specially perforated large cylindrical drum is made to rotate about its axis. Molten liquid is pumped into the drum, and long curved jets are produced from the holes in the surface of the drum, which break up due to centrifugal and capillary instabilities. Break up leads to the production of droplets, which subsequently solidify and form pellets. This process is widely used in industry for the manufacture of fertilizers, magnesium, and aluminium pellets (see Refs. [1,2]).

Previous studies to investigate the prilling process for Newtonian liquids have been investigated by Wallwork et al. $[3,4]$ and Decent et al. [5]. Nonlinear effects have also been considered by Părău et al. [6,7] and Wong et al. [8]. The linear and nonlinear instability of rotating power law jets were investigated by Uddin et al. [9-11]. Experimental studies to model the prilling process for Newtonian jets were performed by Wong et al. [8] with a similar investigation for shear thinning jets by Hawkins et al. [12].

Previous studies on the effect of surfactants along straight liquid threads or bridges have been carried out by Whitaker [13], who considered the instability of a liquid thread encased in an inviscid environment and Hansen et al. [14] who investigated the linear instability of a liquid thread (containing soluble surfactants) with a viscous surrounding fluid. They found, as expected, that surfactants slow the growth of disturbances and that as the importance of surfactant activity increases that the dominant, or most unstable, the wavenumber decreases. Timmermans and Lister [15] considered nonlinear approximations to the governing equations of a surfactant laden thread in an inviscid surrounding. They formulated a one-dimensional nonlinear model to investigate instability of the thread to changes in surface tension gradients. Using a scaling argument they showed that surfactants are swept away from pinching regions and thus have little effect on any dynamics in those regions. An extension of these situations involving coaxial jets have been considered by Kwak and Pozrikidis [16] and Blyth et al. [17], and a fully nonlinear one-dimensional approxi-

[^6]mation to the governing equations for liquid bridges has been performed by Abravaneswaran and Basaran [18]. The effects of surfactants on the deformation of droplets have also been extensively studied (see Ref. [19]). The stability of a two-layer channel flow and flow down an inclined plane with insoluble surfactants has been investigated by Blyth and Pozrikidis [20,21]. A review of the surfactant transport equation for an elongating thread and a stretched interface is provided by Blyth and Pozrikidis [22].

## 2 Problem Formulation

We assume that a large cylindrical container having radius $s_{0}$ is made to rotate with angular velocity $\Omega$ along its axis of symmetry. A small orifice is placed at the side of the container having radius $a$, which is considered small in relation to the radius of the container. We assume that the emerging liquid jet has a thin layer of insoluble surfactant (of fixed concentration $\Gamma$ ) along its free surface (see for example Ref. [23]). Furthermore, the liquid is assumed incompressible.

We examine the problem by considering a coordinate system $(x, y, z)$, which rotates with the container, having an origin at the axis of the container and with the position of the center of the orifice at $\left(s_{0}, 0,0\right)$. The effects of gravity on the jet can be neglected if the centripetal acceleration of the jet $s_{0} \Omega^{2}$ is much greater than the acceleration due to gravity $g$, as is the case with industrial prilling. Then the jet moves solely in the $x$ - $z$-plane and thus we can describe the centerline of the jet by coordinates $(X(s, t), 0, Z(s, t))$, where $s$ is the arclength along the centerline of the jet, measured from the orifice, and $t$ is time.

The rotation of the container causes the jet to curve on leaving the orifice and any analysis of the jet in the rotating ( $x, y, z$ ) coordinate system becomes cumbersome. We therefore introduce a coordinate system previously used by Wallwork [4], which is similar to the approach adopted by Ribe [24] and Entov and Yarin [25], where we have one coordinate lying along the centerline of the jet corresponding to the arc length $s$ of the jet, with the remaining coordinates as the plane polar coordinates $n, \phi$ (radial and azimuthal) in any cross section of the jet. The associated unit vectors are represented by $\mathbf{e}_{\mathbf{s}}, \mathbf{e}_{\mathbf{n}}$, and $\mathbf{e}_{\phi}$, respectively, and their derivation is explained further in Ref. [4].

To describe the flow we use the velocity vector $\mathbf{u}=u \mathbf{e}_{\mathrm{s}}+v \mathbf{e}_{\mathbf{n}}$ $+w \mathbf{e}_{\phi}$ to arrive at the familiar equations of motion (including the continuity equation) given by

$$
\begin{gather*}
\nabla \cdot \mathbf{u}=\mathbf{0}  \tag{1}\\
\mathbf{u}_{t}+\mathbf{u} \cdot \nabla \mathbf{u}=-\frac{1}{\rho} \nabla p+\frac{1}{\rho} \nabla \cdot(\eta \mathscr{G})-2 \boldsymbol{\omega} \times \mathbf{u}-\boldsymbol{\omega} \times(\boldsymbol{\omega} \times \mathbf{r}) \tag{2}
\end{gather*}
$$

where $\rho$ and $p$ are the density and pressure, $t$ is time, and $\eta$ is the apparent viscosity such that

$$
\begin{equation*}
\eta=m\left(\frac{\tilde{G}: \tilde{G}}{2}\right)^{(\alpha-1) / 2} \tag{3}
\end{equation*}
$$

where $m$ is the flow consistency number, $\alpha$ is a dimensionless number referred to as the flow index number, and $\mathscr{E}=\nabla \mathbf{u}+(\nabla \mathbf{u})^{T}$ is the rate of strain tensor. Fluids with $\alpha$ less than or greater than unity are termed shear thinning and shear thickening, respectively. The angular velocity vector of the container is given by $\boldsymbol{\omega}$ $=(0, \Omega, 0)$. The position vector of a particle on the free surface is given by $\mathbf{r}=\int \mathbf{e}_{s} d s+n \mathbf{e}_{\mathbf{n}}$.

The free surface of the liquid jet can be described by the function $n=R(s, \phi, t)$ hence we have the unit normal vector $\boldsymbol{n}$ to the free surface as

$$
\boldsymbol{n}=\frac{\nabla(n-R(s, t, \phi))}{|\nabla(n-R(s, t, \phi))|}
$$

The concentration of surfactant along the free surface of the jet is governed by (see Ref. [22])

$$
\begin{equation*}
\Gamma_{t}+\boldsymbol{\nabla}_{s} \cdot\left(\Gamma \boldsymbol{u}_{s}\right)+\Gamma\left(\boldsymbol{\nabla}_{s} \cdot \boldsymbol{n}\right)(\boldsymbol{u} \cdot \boldsymbol{n})=S\left(\Gamma, B_{s}\right)+D_{s} \boldsymbol{\nabla}_{s}^{2} \Gamma \tag{4}
\end{equation*}
$$

where $\boldsymbol{\nabla}_{s}=(\boldsymbol{I}-\boldsymbol{n} \boldsymbol{n}) \cdot \boldsymbol{\nabla}$ is the surface gradient operator, $D_{s}$ is the surface diffusivity of surfactant, and $\boldsymbol{\nabla}_{s} \cdot \boldsymbol{n}=\kappa$, where $\kappa$ is the mean curvature of the free surface. $S$ is the surfactant source term, which takes into account absorption from the free surface and is a function of the surfactant concentration on the surface $\Gamma$ and surfactant concentration in the bulk $B_{s}$. In this paper we consider insoluble surfactants (so $S$ is taken as zero) and assume that the diffusivity of surfactant is small and negligible (i.e., $D_{s}=0$ ). Under these assumptions, and after using the properties of the surface gradient operator, we have

$$
\begin{equation*}
\Gamma_{t}+\boldsymbol{u} \cdot \nabla \Gamma-\Gamma n \cdot((\boldsymbol{n} \cdot \nabla) \boldsymbol{u})=0 \tag{5}
\end{equation*}
$$

The boundary conditions, which apply on the free surface of the jet, are identical to those found in Ref. [9], except here the presence of a variable surface tension (which is a consequence of the addition of surfactants) leads to nonzero tangential stresses. Thus, we have the normal and tangential stress conditions as

$$
\boldsymbol{n} \cdot \boldsymbol{\Pi} \cdot \boldsymbol{n}=\sigma \kappa \quad \text { and } \quad \boldsymbol{t}_{i} \cdot \boldsymbol{\Pi} \cdot \boldsymbol{n}=\boldsymbol{t}_{i} \cdot \nabla \sigma
$$

where $\boldsymbol{\Pi}$ is the total stress tensor given by $\boldsymbol{\Pi}=p \boldsymbol{I}+\eta \mathscr{E}, \kappa$ is the curvature such that $\kappa=\nabla_{s} \cdot \boldsymbol{n}$, and $\boldsymbol{t}_{i}$ are the two tangent vectors to the normal at the free surface. The kinematic condition is given by

$$
\frac{D}{D t}(R(s, t, \phi)-n)=0 \quad \text { for } \quad n=R(s, \phi, t)
$$

The equation of state relating the surfactant concentration $\Gamma$ to the surface tension of the liquid-gas interface is given by the nonlinear Szyskowsky equation

$$
\begin{equation*}
\sigma=\widetilde{\sigma}+\Gamma_{m} R_{g} T \log \left(\frac{\Gamma_{m}-\Gamma}{\Gamma_{m}}\right) \tag{6}
\end{equation*}
$$

where $\widetilde{\sigma}$ is the surface tension of the liquid in the absence ( $\Gamma$ $=0$ ) of any surfactant, $\Gamma_{m}$ is the maximum packing concentration of surfactant, $R_{g}$ is the universal gas constant, and $T$ is the temperature.

We make our equations dimensionless using the transformations

$$
\begin{aligned}
& \{\bar{u}, \bar{v}, \bar{w}\}=\frac{1}{U}\{u, v, w\}, \quad\{\bar{s}, \bar{X}, \bar{Z}, \bar{t}, \epsilon\}=\frac{1}{s_{0}}\{s, X, Z, U t, a\} \\
& \bar{p}=\frac{p}{\rho U^{2}}, \quad\{\bar{n}, \bar{R}\}=\frac{1}{a}\{n, R\}, \quad \bar{\Gamma}=\frac{\Gamma}{\Gamma_{m}}, \quad \text { and } \quad \bar{\sigma}=\frac{\sigma}{\widetilde{\sigma}}
\end{aligned}
$$

where $U$ is the exit speed of the jet in the rotating frame, $\epsilon$ is the aspect ratio of the jet, and $u, v$, and $w$ are the tangential, radial, and azimuthal velocity components relative to the centerline of the jet, respectively.

We exploit the fact that the radius of the orifice is small when compared to the radius of the cylinder by expanding $u, v, w$, and $p$ in Taylor series in $\epsilon n$ (see Refs. [26,27]), and $R, X$, and $Z$ in asymptotic series in $\epsilon$. We assume that the leading order axial component of the velocity is independent of $\phi$ and that the centerline of the jet is unaffected by small perturbations to leading order. Thus we have

$$
\begin{gather*}
u=u_{0}(s, t)+(\epsilon n) u_{1}(s, \phi, t)+(\epsilon n)^{2} u_{2}(s, \phi, t)+\cdots \\
v=(\epsilon n) v_{1}(s, \phi, t)+(\epsilon n)^{2} v_{2}(s, \phi, t)+\cdots \\
w=(\epsilon n)^{2} w_{2}(s, \phi, t)+\cdots \\
p=p_{0}(s, \phi, t)+(\epsilon n) p_{1}(s, \phi, t)+\cdots  \tag{7}\\
R=R_{0}(s, t)+\epsilon R_{1}(s, \phi, t)+\cdots \\
X=X_{0}(s)+\epsilon X_{1}(s, t)+\cdots Z=Z_{0}(s)+\epsilon Z_{1}(s, t)+\cdots
\end{gather*}
$$

In addition we have the following expansions for the surfactant concentration $\Gamma$ and variable surface tension $\sigma$ as

$$
\begin{align*}
& \Gamma=\Gamma_{0}(s, t)+\epsilon \Gamma_{1}(s, t)+O\left(\epsilon^{2}\right) \\
& \sigma=\sigma_{0}(s, t)+\epsilon \sigma_{1}(s, t)+O\left(\epsilon^{2}\right) \tag{8}
\end{align*}
$$

where both these quantities are assumed to vary on the free surface of the jet and only along the jet.

The resulting equations contain a group of nondimensional parameters, which include the Reynolds number $\operatorname{Re}_{\alpha}$ $=(\rho / m) s_{0}^{\alpha} U^{2-\alpha}$, the Rossby number $\mathrm{Rb}=U /\left(s_{0} \Omega\right)$, and the Weber number $\mathrm{We}=\rho U^{2} a / \tilde{\sigma}$.

The continuity equation at leading order gives $v_{1}=-u_{0 s} / 2$ and at order $\epsilon n$ we obtain

$$
\begin{equation*}
u_{1 s}+3 v_{2}+w_{2 \phi}+3 v_{1} \mathcal{S} \cos \phi=0 \tag{9}
\end{equation*}
$$

where $\mathcal{S}=\left(X_{0 s} Z_{0 s s}-X_{0 s s} Z_{0 s}\right)$. The second tangential stress condition is automatically satisfied at leading order and at order $\epsilon^{2}$ we have

$$
\begin{equation*}
3 R_{0}^{2} R_{1} v_{1 \phi}+R_{0}^{4}\left(w_{2}+v_{2 \phi}\right)=0 \tag{10}
\end{equation*}
$$

Since $v_{1}$ is a function of $s$ only we therefore have

$$
\begin{equation*}
w_{2}+v_{2 \phi}=0 \tag{11}
\end{equation*}
$$

From the first tangential stress condition at leading order we have

$$
\begin{equation*}
u_{1}=u_{0} \mathcal{S} \cos \phi \tag{12}
\end{equation*}
$$

After differentiating Eq. (11) with respect to $\phi$ we obtain

$$
\begin{equation*}
w_{2 \phi}=-v_{2 \phi \phi} \tag{13}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
v_{2 \phi \phi}-3 v_{2}=u_{1 s}+3 v_{1} \mathcal{S} \cos \phi \tag{14}
\end{equation*}
$$

and using the expressions for $u_{1}$ and $v_{1}$ we see that

$$
\begin{equation*}
v_{2 \phi \phi}-3 v_{2}=\left(u_{0} \mathcal{S}_{s}-\frac{u_{0 s}}{2} \mathcal{S}\right) \cos \phi \tag{15}
\end{equation*}
$$

Periodic solutions for $v_{2}$ and $w_{2}$ are

$$
\begin{align*}
& v_{2}=\frac{1}{4}\left(\frac{u_{0 s}}{2} \mathcal{S}-u_{0} \mathcal{S}_{s}\right) \cos \phi  \tag{16}\\
& w_{2}=\frac{1}{4}\left(\frac{u_{0 s}}{2} \mathcal{S}-u_{0} \mathcal{S}_{s}\right) \sin \phi \tag{17}
\end{align*}
$$

The dimensionless apparent viscosity can be expressed as

$$
\begin{equation*}
\eta=\hat{\eta}+O(\epsilon n) \tag{18}
\end{equation*}
$$

where the leading order apparent viscosity is given by $\hat{\eta}$ $=\left|\sqrt{3} u_{0 s}\right|^{\alpha-1}$. The first tangential stress condition at order $\epsilon^{2}$ is given by

$$
\begin{equation*}
u_{2}=\frac{3}{2} u_{0 s} \frac{R_{0 s}}{R_{0}}+\frac{u_{0 s s}}{4}+\hat{\eta}\left(\frac{\mathrm{Re}_{\alpha}}{\mathrm{We}}\right) \frac{\sigma_{0 s}}{2 R_{0}} \tag{19}
\end{equation*}
$$

From the second Navier-Stokes equation, we have at leading order $p_{0 n}=0$, which is automatically satisfied. At order $\epsilon$ we get

$$
\begin{align*}
p_{1}= & \left(u_{0}^{2} \mathcal{S}-\frac{2}{\mathrm{Rb}} u_{0}+\frac{(X+1) Z_{s}-Z X_{s}}{\mathrm{Rb}^{2}}\right) \cos \phi \\
& -\frac{\hat{\eta}}{\operatorname{Re}_{\alpha}}\left(\frac{6-\alpha}{2} u_{0 s} \mathcal{S}+\alpha u_{0} \mathcal{S}_{s}\right) \cos \phi \tag{20}
\end{align*}
$$

For simplicity of notation we will relabel $X_{0}$ and $Z_{0}$ with $X$ and $Z$, respectively.

The Navier-Stokes equation in the azimuthal direction gives at leading order $p_{0 \phi}=0$, which is automatically satisfied. At order $\epsilon$ we get the above equation differentiated with respect to $\phi$. From the normal stress condition we obtain at leading order and order $\epsilon$

$$
\begin{align*}
p_{0}= & -\frac{\hat{\eta} u_{0 s}}{\mathrm{Re}_{\alpha}}+\frac{\sigma_{0}}{R_{0} \mathrm{We}}, \quad p_{1}=\frac{\sigma_{0}}{R_{0} \mathrm{We}}\left(-\frac{R_{1 \phi \phi}+R_{1}}{R_{0}{ }^{2}}+\mathcal{S} \cos \phi\right) \\
& +\frac{4 \hat{\eta}}{\mathrm{Re}_{\alpha}} v_{2}+\frac{\sigma_{1}}{R_{0} \mathrm{We}} \tag{21}
\end{align*}
$$

By substituting the expression for $p_{1 \phi}$ (using Eq. (21)) into the expression formed by differentiating Eq. (20) with respect to $\phi$, and noting that $R$ is periodic in $\phi$, we get

$$
\begin{align*}
& \left(X_{s} Z_{s s}-X_{s s} Z_{s}\right)\left(\frac{(7-\alpha) \hat{\eta} u_{0 s}}{2 \operatorname{Re}_{\alpha}}+\frac{1}{R_{0} \mathrm{We}}-u_{0}^{2}\right)+\frac{2}{\mathrm{Rb}} u_{0} \\
& \quad=\frac{(X+1) Z_{s}-Z X_{s}}{\operatorname{Rb}^{2}}+\frac{(\alpha-1) \hat{\eta}}{\operatorname{Re}_{\alpha}} u_{0}\left(X_{s} Z_{s s s}-X_{s s s} Z_{s}\right) \tag{22}
\end{align*}
$$

This equation is valid only if the leading order terms in the expansion of $X$ and $Z$ are independent of $t$. If we had retained leading order translational velocity terms $v_{0}$ and $w_{0}$ in our expansions for $v$ and $w$, and had $X_{0 t} \neq 0$ and $Z_{0 t} \neq 0$, then the right hand side of Eq. (22) would contain some additional unsteady terms in $E$ $=Z_{s} X_{t}-Z_{t} X_{s}$. However $E \approx 0$ has already been found in Ref. [6] to be a very accurate approximation between the orifice and the break up point of the jet. In particular Părău et al. [7] considered an expansion of the form $X(s, t)=X_{0}(s)+\hat{X}(s, t)$ and $Z(s, t)$ $=Z_{0}(s)+\hat{Z}(s, t)$ and then solved the linearized version of the resulting equations. Perturbations of the steady centerline were found to be within a maximum deviation of order $10^{-2}$ and thus are relatively small when compared to $O(1)$ values of $X_{0}(s)$ and $Z_{0}(s)$ (effectively making the trajectory steady). This is backed up by the experimental observations of Wong et al. [8], which show that the centerline of the jet is steady (in the rotating frame), giving $X_{t} \approx 0, Z_{t} \approx 0$ and $E \approx 0$ for experimental observations.

The Navier-Stokes equation in the axial direction at order $\epsilon$ is

$$
\begin{align*}
u_{0 t}+u_{0} u_{0 s}= & -p_{0 s}+\frac{(X+1) X_{s}+Z Z_{s}}{\mathrm{Rb}^{2}}+\frac{\hat{\eta}}{\operatorname{Re}_{\alpha}}\left(u_{0 s s}+4 u_{2}+u_{2 \phi \phi}\right) \\
& +\frac{2}{\operatorname{Re}_{\alpha}} \hat{\eta}_{s} u_{0 s} \tag{23}
\end{align*}
$$

which after using the expressions for $u_{2}$ and $p_{0}$ becomes

$$
\begin{align*}
u_{0 t}+u u_{0 s}= & -\frac{1}{\mathrm{We}}\left(\frac{\sigma_{0}}{R_{0}}\right)_{s}+\frac{\left(X_{0}+1\right) X_{0 s}+Z_{0} Z_{0 s}}{\mathrm{Rb}^{2}} \\
& +\frac{3 \hat{\eta}}{\operatorname{Re}_{\alpha}} \cdot\left(\alpha u_{0 s s}+2 u_{0 s} \frac{R_{0 s}}{R}\right)+\frac{2 \sigma_{0 s}}{\mathrm{We}_{0}} \tag{24}
\end{align*}
$$

From the kinematic condition, we obtain at order $\epsilon$

$$
\begin{equation*}
R_{0 t}+\frac{u_{0 s}}{2} R_{0}+u_{0} R_{0 s}=0 \tag{25}
\end{equation*}
$$

The arclength equation at leading order gives

$$
\begin{equation*}
X_{s}^{2}+Z_{s}^{2}=1 \tag{26}
\end{equation*}
$$

And finally the last equation to be found is the convectiondiffusion equation, which at leading order is

$$
\begin{equation*}
\Gamma_{0 t}+u_{0} \Gamma_{0 s}+\frac{u_{0 s}}{2} \Gamma=0 \tag{27}
\end{equation*}
$$

We see that we have now five equations (22) and (24)-(27) for the five unknowns $u_{0}, R_{0}, \Gamma_{0}, X$, and $Z$. The dimensionless equation of state relating the surfactant concentration $\Gamma$ to the surface tension of the liquid-gas interface is given by the nonlinear Szyskowsky equation

$$
\begin{equation*}
\sigma=1+\beta \log (1-\Gamma) \tag{28}
\end{equation*}
$$

where the parameter $\beta=\Gamma_{\infty} R_{g} T / \widetilde{\sigma}$ determines how "effective" or important surfactants are.

## 3 Steady-State Solutions

We search for steady-state solutions by considering all the variables to be functions of $s$. In this case we have

$$
\begin{align*}
& u u_{0 s}=-\frac{1}{\mathrm{We}}\left(\frac{\sigma_{0}}{R_{0}}\right)_{s}+\frac{\left(X_{0}+1\right) X_{0 s}+Z_{0} Z_{0 s}}{\mathrm{Rb}^{2}}+\frac{3 \hat{\eta}}{\operatorname{Re}_{\alpha}}\left(\alpha u_{0 s s}+2 u_{0 s} \frac{R_{0 s}}{R}\right) \\
&+\frac{2 \sigma_{0 s}}{\mathrm{We} R_{0}}  \tag{29}\\
&\left(X_{0 s} Z_{0 s s}-X_{0 s s} Z_{0 s}\right)\left(\frac{(7-\alpha) \hat{\eta} u_{0 s}}{2 \operatorname{Re}_{\alpha}}+\frac{1}{R_{0} \mathrm{We}}-u_{0}^{2}\right)+\frac{2}{\operatorname{Rb}} u_{0} \\
&=\frac{\left(X_{0}+1\right) Z_{0 s}-Z_{0} X_{0 s}}{\mathrm{Rb}^{2}}+\frac{(\alpha-1) \hat{\eta}}{\operatorname{Re}_{\alpha}} u_{0}\left(X_{0 s} Z_{0 s s s}-X_{0 s s s} Z_{0 s}\right) \tag{30}
\end{align*}
$$

$$
\begin{equation*}
\frac{u_{0 s}}{2} R_{0}+u_{0} R_{0 s}=0 \tag{31}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{0} \Gamma_{0 s}+\frac{u_{0 s}}{2} \Gamma=0 \tag{32}
\end{equation*}
$$

From Eqs. (31) and (32) we observe that $R_{0}^{2} u_{0}$ and $\Gamma_{0}^{2} u_{0}$ are constant and by using $R_{0}(0)=1, \Gamma_{0}(0)=\zeta$ (where $\zeta$ is the initial surfactant concentration at the nozzle) and $u_{0}(0)=1$, we have $R_{0}^{2} u_{0}$ $=1$ and $\Gamma_{0}^{2} u_{0}=\zeta^{2}$ so that we can substitute $R_{0}$ and $u_{0}$ in the previous equations, which now become


Fig. 1 The steady centerline of a rotating Newtonian ( $\alpha=1.0$ ) liquid jet with and without surfactants. Here we have $\mathrm{Rb}=5.0$, $\mathrm{We}=6.0, \beta=0.5$, and $\zeta=0.5$. The presence of surfactants leads to the jet curving less.

$$
\begin{align*}
& u_{0} u_{0 s}=-\frac{\left(1+\beta \log \left(1-\zeta u_{0}^{-1 / 2}\right)\right)}{\mathrm{We}} \frac{u_{0 s}}{2 \sqrt{u_{0}}}+\frac{\beta \zeta}{2 \mathrm{We} u_{0}} \frac{u_{0 s}}{\left(1-\zeta u_{0}^{-1 / 2}\right)} \\
&+\frac{(X+1) X_{s}+Z Z_{s}}{\mathrm{Rb}^{2}}+\frac{3 \hat{\eta}}{\operatorname{Re}_{\alpha}}\left(\alpha u_{0 s s}-\frac{u_{0 s}^{2}}{u_{0}}\right)  \tag{33}\\
&\left(X_{0 s} Z_{0 s s}-X_{0 s s} Z_{0 s}\right)\left(u_{0}^{2}-\frac{(7-\alpha) \hat{\eta} u_{0 s}}{2 \operatorname{Re}_{\alpha}}-\frac{1}{\mathrm{We}}(1+\beta \log (1\right. \\
&\left.\left.\left.-\zeta u_{0}^{-1 / 2}\right)\right) \sqrt{u_{0}}\right)=\frac{2 u_{0}}{\mathrm{Rb}^{2}-\frac{\left(X_{0}+1\right) Z_{0 s}-Z_{0} X_{0 s}}{\mathrm{Rb}^{2}}+} \\
&+\frac{(\alpha-1) \hat{\eta}}{\operatorname{Re}_{\alpha}} u_{0}\left(X_{0 s} Z_{0 s s s}-X_{0 s s s} Z_{0 s}\right) \tag{34}
\end{align*}
$$

and finally

$$
\begin{equation*}
X_{0 s}^{2}+Z_{0 s}^{2}=1 \tag{35}
\end{equation*}
$$

The unknowns in Eqs. (33)-(35) are $X_{0}, Z_{0}$, and $u_{0}$. This nonlinear system of ordinary differential equations could be solved using a centered finite difference method (as in Ref. [7] for the case where $\hat{\eta}=1$ ), however, since it can be shown that viscosity has a negligible influence (see Refs. [7,9,28]) on the steady-state solutions for $X, Z$, and $u_{0}$ except in the case of highly viscous fluids (which we do not consider here), we will solve Eqs. (33)-(35) in the simpler inviscid limit (i.e., as $\operatorname{Re}_{\alpha} \rightarrow \infty$ ). In this inviscid limit the resulting nonlinear equations are similar to those found in Ref. [9] except here there are some extra terms due to variable surface tension. We solve this system using a Runge-Kutta method with initial conditions $R_{0}=u_{0}=X_{0 s}=1$ and $X_{0}=Z_{0}=Z_{0 s}=0$ for $s=0$. The effect of changing the initial surfactant concentration $\zeta$ on the steady centerline of the jet is shown in Fig. 1. The trajectory is seen to curve less when surfactants are present.

## 4 Temporal Instability

In this section we consider the linear stability of disturbances about our leading order steady-state solution obtained in Sec. 3. In this linear analysis it is sufficient to consider a linearized version of the surface tension equation of state. By expanding Eq. (28) in a Taylor series about the initial surfactant concentration $\zeta$ we have

$$
\begin{align*}
\sigma= & (1+\beta \log (1-\zeta))+\sigma^{\prime}(\zeta)(\Gamma-\zeta)=(1+\beta \log (1-\zeta)) \\
& -\frac{\beta}{(1-\zeta)}(\Gamma-\zeta)=\sigma_{e}-E \Gamma \tag{36}
\end{align*}
$$

where $\sigma_{e}=(1+\beta \log (1-\zeta))+\beta \zeta /(1-\zeta)$ is the surface tension of the undisturbed liquid jet corresponding to a uniform surfactant concentration $\zeta$, and $E=\beta /(1-\zeta)$ is the Gibbs elasticity.
If the centerline of the rotating jet is assumed to curve over a lengthscale of $s=O(1)$ and perturbations along the jet are of order $a$ (which is comparable to $\epsilon$ when $s=O(1)$ ) then travelling wave modes of the form $\exp (i k \bar{s}+\lambda \bar{t})$ must be considered, where $\bar{s}$ $=s / \epsilon$ and $\bar{t}=t / \epsilon$, in order to have $k=k(s)=O(1)$ and $\lambda=\lambda(s)$ $=O(1)$. We begin by expressing our disturbances about our steady state (obtained from Sec. 3) as

$$
\left[\begin{array}{l}
u  \tag{37}\\
R \\
\Gamma
\end{array}\right]=\left[\begin{array}{l}
u_{0} \\
R_{0} \\
\Gamma_{0}
\end{array}\right]+\delta\left[\begin{array}{c}
\hat{u} \\
\hat{R} \\
\hat{\Gamma}
\end{array}\right] e^{i k \bar{s}} e^{\lambda \bar{t}}
$$

where $\delta$ is some dimensionless small constant. In this case the symbols with subscripts denote steady state solutions, and $k$ is a real wavenumber with $\lambda$ being complex, so that $\lambda=\lambda_{r}+i \lambda_{i}$ where $\lambda_{r}$ is the growth rate of disturbances and $\lambda_{i}$ is the wavenumber of disturbances along the jet. In order to prevent instability to wavemodes with zero wavelength we replace the leading order pressure term in Eq. (24) with the full curvature expression (this ad-hoc approach is discussed in detail in the review on liquid jets by Eggers [26]). We thus have

$$
\begin{align*}
u_{0 t}+u_{0} u_{0 s}= & -\frac{1}{\mathrm{We}}\left[\sigma_{0}\left[\frac{1}{R_{0}\left(1+R_{0 s}^{2}\right)^{1 / 2}}-\frac{\epsilon^{2} R_{0 s s}}{\left(1+R_{0 s}^{2}\right)^{3 / 2}}\right]\right]_{s} \\
& +\frac{\left(X_{0}+1\right) X_{0 s}+Z_{0} Z_{0 s}}{\mathrm{Rb}^{2}}+\frac{3 \hat{\eta}}{\operatorname{Re}_{\alpha}}\left[\alpha u_{0 s s}+2 u_{0 s} \frac{R_{0 s}}{R_{0}}\right] \\
& +\frac{2 \sigma_{0 s}}{\mathrm{We} R_{0}} \tag{38}
\end{align*}
$$

We substitute Eq. (37) into our governing equations (25), (27), and (38), and drop the subscript zero from our variables. We get at leading order the eigenvalue relation

$$
\begin{align*}
& {\left[\frac{3 \alpha \hat{\eta}}{\overline{\mathrm{Re}_{\alpha}}} k^{2}+(\lambda+i k u)\right](\lambda+i k u)^{2}-\frac{k^{2} \sigma R}{2 \mathrm{We}}\left[\frac{1}{R^{2}}-k^{2}\right](\lambda+i k u)} \\
& \quad+\frac{E k^{2} \Gamma}{2 R \mathrm{We}}(\lambda+i k u)=0 \tag{39}
\end{align*}
$$

where we have rescaled the Reynolds number (and based it on the orifice radius $a$ ) so that $\overline{\mathrm{R}} \mathrm{e}_{\alpha}=\epsilon \mathrm{Re}_{\alpha}$ to bring in viscous terms and obtain a distinguished limit. By choosing $\lambda_{i}=-k u$ so that disturbances are convected along the jet we find that

$$
\begin{equation*}
\lambda_{r}^{2}+\frac{3 \alpha \hat{\eta}^{2}}{\overline{\mathrm{R}}} k_{\alpha}^{2} \lambda_{r}-\frac{k^{2}}{2 \mathrm{We}}\left[\sigma R\left(\frac{1}{R^{2}}-k^{2}\right)-\frac{E \Gamma}{R}\right]=0 \tag{40}
\end{equation*}
$$

which has solution

$$
\begin{equation*}
\lambda_{r}=-\frac{3 \alpha \hat{\eta}}{2 \overline{\mathrm{R}} \mathrm{e}_{\alpha}} k^{2}+\frac{k}{2}\left[\left(\frac{3 \alpha \hat{\eta} k}{\overline{\mathrm{R}} \mathrm{e}_{\alpha}}\right)^{2}+\frac{2}{\mathrm{We}}\left(\frac{1}{R^{2}}-k^{2}\right) \sigma R-\frac{2 E \Gamma}{R \mathrm{We}}\right]^{1 / 2} \tag{41}
\end{equation*}
$$

Differentiating the above equation to find the wavenumber for which $\lambda_{r}$ is a maximum (which we shall henceforth refer to as $k^{\star}$ ) we find

$$
\begin{equation*}
k^{\star}=\frac{1}{\left(2 R^{3}\right)^{1 / 4}}\left[\frac{(\sigma-\Gamma E)}{\sigma \sqrt{2 R}+3 \alpha \mathrm{Oh} \hat{\eta} \sqrt{\sigma}}\right]^{1 / 2} \tag{42}
\end{equation*}
$$

where $\mathrm{Oh}=\sqrt{\mathrm{We}} / \overline{\mathrm{R}} \mathrm{e}_{\alpha}$ is the Ohnesorge number. In the limiting case of zero rotation $\Omega=0$, the steady-state solution for the radius of the jet $R_{0}$ is simply a constant so that $R_{0}=1$. With this value of the steady state for $R_{0}$ the eigenvalue relation (40) reduces to the long-wave limit eigenvalue relation obtained by Timmermans and Lister [15] for the case of a straight surfactant laden liquid thread.


Fig. 2 The growth rate of disturbances of a rotating shear thinning liquid jet subject to arbitrary disturbance wavenumbers $k$ at a short distance away from the orifice. The effect of increasing the initial surfactant concentration $\zeta$ is seen to lower growth rates and also to lower the most unstable wavenumber (where $\lambda_{r}$ attains a minimum). Here the parameters are We $=10, \mathrm{Rb}=1.0, \mathrm{Re}=24, \beta=0.2$, and $\alpha=0.8$.

When there is no surfactant present (i.e., $\Gamma_{0}=0$ ), we have $\sigma=1$ and the above expression reduces to the most unstable wavenumber of a viscous power law liquid jet (see Ref. [9])

$$
\begin{equation*}
k^{\star}=\frac{1}{\left(2 R_{0}^{3}\right)^{1 / 4}} \frac{1}{\sqrt{3 \mathrm{Oh} \hat{\eta}+\sqrt{2 R_{0}}}} \tag{43}
\end{equation*}
$$

## 5 Results and Discussion

As with previous works (see Ref. [9]) we find that due to variations in the steady-state variables $R$ and $u$, both the most unstable wavenumber and its associated growth rate vary along the jet. In Fig. 2 we plot the growth rate of disturbances $\lambda_{r}$ (as given by Eq. (41)) at a distance $s=0.3$ from the orifice for a shear thinning rotating liquid jet as the initial surfactant concentration $\zeta$ is altered. We find that the effect of adding surfactants is to reduce the growth rate of disturbances (to all unstable wavenumbers), as well as reducing the wavenumber $k$ at which the growth rates attain a maximum. Furthermore, the effect of increasing the initial surfactant concentration is to reduce the range of instability. In Fig. 3 we plot the growth rate of disturbances to arbitrary $k$ for a surfactant laden shear thickening and shear thinning rotating liquid jet. For these parameter values we find the shear thinning fluid to have


Fig. 3 The growth rate of disturbances of a rotating liquid jet subject to arbitrary disturbance wavenumbers $k$ at the orifice at low rotation rates. Shear thinning jets are more stable and the most unstable wavenumber increases with the flow index number. $\mathrm{We}=12, \mathrm{Rb}=4.0, \mathrm{Re}=24, \beta=0.2$, and $\zeta=0.5$.


Fig. 4 The breakup length of a rotating liquid jet against the flow index number as calculated using the linear theory in Sec. 4. The case where surfactants are present along the interface and the case without is shown. Here the parameters are We $=10, \mathrm{Rb}=1.0, \operatorname{Re}=24, \delta=0.01, \epsilon=0.01, \alpha=1.5, \beta=0.25$, and $\zeta$ $=0.5$.
larger growth rates at all wavenumbers and a relatively smaller value for the most unstable wavenumber. In the classical theory of Rayleigh [29] the resonant or "Rayleigh" wavenumber is the wavenumber $k=k^{\star}$ at which perturbations grow most rapidly and lead to the shortest distance between the orifice and first droplet. Droplet sizes can be estimated by determining the wavelength associated with this wavenumber $\lambda^{\star}=2 \pi / k^{\star}$ and then equating the volume contained within this wavelength into a sphere. Since in the present case, both the most unstable wavenumber and its associated growth rate vary as we move along the jet, it is necessary to determine the location at which breakup occurs (and then calculate the value of the most unstable wavenumber there) in order to provide a good estimate of the size of droplets produced. In order to achieve this we substitute the expression for the most unstable wavenumber and its associated growth rate (see Eqs. (42) and (41)) into the equation that describes the evolution of small unsteady perturbations about the steady-state solution (see Eq. (37)). Although the variable $\bar{t}$ does not appear explicitly in our steady-state analysis in Sec. 3, it does appear implicitly as a function of $s$ and $u$ (more specifically $\left.t=\int(1 / u(s)) d s\right)$. After choosing a suitable value of the dimensionless parameter $\delta$ we can then determine the location at which $R=R_{0}(s)+\delta e^{i k \bar{s}} e^{\lambda \bar{t}}=0$. We take this value of $s$, at which $R=0$, to be the "breakup point" of the jet. In Fig. 4 we plot the breakup lengths, as determined by the method outlined above for rotating liquid jets with different flow index numbers. It can be seen that surfactants impede the growth of disturbances (and thus produce longer jets). The solutions obtained can be put on the physical $x-z$ plane by first determining the steady centerline solution; this allows us to calculate $X(s), Z(s)$, $X^{\prime}(s)$, and $Z^{\prime}(s)$ for each $s \geq 0$. We then use Eqs. (41) and (42) in Eq. (37) to determine $R(s, t)$. Subsequently the equation of the free surface of the jet on the $x-z$ plane is given by $\left(X^{\prime}(s) \pm R(s, t) Z^{\prime}(s), Z(s) \mp R(s, t) X^{\prime}(s)\right)$ for each $s$. Profiles of the jets are shown in Fig. 5 for different flow index numbers and in Fig. 6 for different Rossby numbers. The resonant wavenumber or most unstable wavenumber at the breakup point $k=k_{\mathrm{br}}^{\star}$ is shown in Fig. 7 for a rotating liquid jet at moderately high rotation rates when the initial surfactant concentration on the free surface is varied. While $k_{\mathrm{br}}^{\star}$ is seen to decrease as $\zeta$ is increased for both shear thinning and shear thickening jets, we see that irrespective of the value of $\zeta$ shear thinning jets have larger values of $k_{\mathrm{br}}^{\star}$ and that the difference between them decreases as the initial surfactant concentration is increased. When the jet eventually ruptures it is to be expected (in the context of linear theory) that the volume of


Fig. 5 The profile of a rotating liquid jet with surfactants for different flow index numbers as calculated using the linear theory. Here the parameters are $\mathrm{We}=12, \mathrm{Rb}=1.0, \mathrm{Re}=15, \delta$ $=0.01, \epsilon=0.01, \beta=0.2$, and $\zeta=0.5$. The dotted lines represent the steady centerline of the jet.
fluid containing one wavelength of the disturbance at breakup will separate and form a droplet (in reality the jet will breakup into main and satellite droplets). In Fig. 8 we estimate the size of droplets produced by a rotating shear thickening liquid jet with surfactants as the rotation rate is varied. Larger droplets are pro-


Fig. 6 The profile of a rotating shear thickening liquid jet on the $x-z$ plane for different Rossby numbers. Here the parameters are $\mathrm{We}=10, \mathrm{Re}=20, \alpha=1.5, \delta=0.005, \epsilon=0.01, \beta=0.2$, and $\zeta=0.2$.


Fig. 7 The most unstable wavenumber at breakup for a shear thinning and shear thickening rotating liquid jet for different initial surfactant concentrations $\zeta$. Here the parameters are $\mathrm{We}=10, \mathrm{Re}=20, \mathrm{Rb}=1.0 \delta=0.0025, \epsilon=0.01$, and $\beta=0.4$.


Fig. 8 Predicted droplet sizes for a rotating shear thickening ( $\alpha=1.3$ ) liquid jet when the Rossby number is varied. Here the parameters are $\mathrm{We}=10, \mathrm{Re}=24, \delta=0.005, \epsilon=0.01$, and $\beta=0.25$.
duced as the rotation rate is decreased (in agreement with Newtonian results obtained by Părău et al. [7]). Moreover, it can be seen that the there exists a nonmonotonic behavior with regard to the size of droplets as Rb is changed; in particular, we have that surfactant free jets produce larger droplets for large rotation rates as compared with jets with surfactants, however, for smaller rotation rates (i.e., larger values of Rb ) this result is vice versa. A similar qualitative picture is obtained in Fig. 9 for a shear thinning liquid jet. Finally, in Fig. 10 we show the effect of changing the Weber number on droplet sizes. Droplets become smaller as the Weber number is increased (i.e., the effects of surface tension are reduced).

## 6 Conclusions

The linear stability of a slender rotating liquid jet having a layer of surfactants along its free surface has been investigated. The most unstable wavenumber along with the corresponding growth rate has been examined for different flow index numbers and different initial surfactant concentrations.

Liquid jet rupture commonly leads to the production of parasitic satellite droplets. The use of linear theory cannot predict the occurrence of such droplets and a nonlinear analysis is needed to examine this phenomenon in greater detail. The results within this work can be used to aid in optimizing the parameter space when using a fully nonlinear method to determine breakup lengths and droplet sizes (in particular, the disturbance wavenumber $k$ at the


Fig. 9 Predicted droplet sizes for a rotating shear thinning ( $\alpha=0.7$ ) liquid jet when the Rossby number is varied. Here the parameters are $\mathrm{We}=10, \mathrm{Re}=24, \delta=0.005, \epsilon=0.01$, and $\beta=0.25$.


Fig. 10 Predicted droplet sizes for a rotating shear thinning ( $\alpha=0.5$ ) liquid jet when the Weber number is varied. Here the parameters are $\mathrm{Rb}=2.0, \mathrm{Re}=24, \delta=0.005, \epsilon=0.01, \beta=0.25$, and $\zeta=0.5$.
orifice which results in the shortest jet is of practical importance and is usually determined by examining jets subject to a range of $k$ (as in Refs. [7,12]). Investigating the nonlinear effects of surfactant transport and diffusion along shear thinning rotating liquid jets is the focus of current work.
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#### Abstract

Vortex rings are one of the fundamental flow structures in nature. In this paper, the generation of circulation and vortex rings by a vortex generator with a static converging conic nozzle exit is studied numerically. Conic nozzles can manipulate circulation and other flow invariants by accelerating the flow, increasing the Reynolds number, and by establishing a two-dimensional flow at the exit. The increase in the circulation efflux is accompanied by an increase in the vortex circulation. A novel normalization method is suggested to differentiate between two contributions to the circulation generation: a one-dimensional slug-type flow contribution and an inherently two-dimensional flow contribution. The one-dimensional contribution to the circulation increases with the square of the centerline exit velocity, while the two-dimensional contribution increases linearly with the decrease in the exit diameter. The two-dimensional flow contribution to the circulation production is not limited to the impulsive initiation of the flow only (as in straight tube vortex generators), but it persists during the entire ejection. The twodimensional contribution can reach as much as $44 \%$ of the total circulation (in the case of an orifice). The present study offers evidences on the importance of the vortex generator geometry, and in particular, the exit configuration on the emerging flow, circulation generation, and vortex ring formation. It is shown that both total and vortex ring circulations can be controlled to some extent by the shape of the exit nozzle.
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## 1 Introduction

The present paper studies the generation of circulation and vortex rings using conic converging static nozzles in an attempt to control or manipulate the emerging flow field. The kinematics and dynamics of vortices formed by starting the flow through parallelwalled tubes were studied extensively in experiments over the past 70 years [1-8]. Theories and numerical simulations were implemented to reproduce many of the salient features of the vortex formation process, such as initial vortex sheet rollup [9] and vortex pinch-off [10-14].

A common way of generating vortex rings is by pushing a piston in a tube $[1,3-5]$. Two main vortex generator configurations have been considered: either a tube with an exit protruding into the flow field, referred to as a nozzle, or a tube with an exit flushed with a vertical plate, referred to as an orifice. Rosenfeld et al. [10] did not observe significant differences in the maximal total circulation between the two configurations $(<2 \%)$, but the formation number (see definition in Gharib et al. [5]) was slightly lower for the orifice ( 3.83 versus 3.97 ) due to vorticity cancellation of the forming vortex with the side walls. Gharib et al. [5] found experimentally larger differences in the formation number ( 3.6 and 4.2 for the orifice and nozzle cases, respectively). Mohseni et al. [13] generated numerically vortex rings by applying a nonconservative force rather than conventional piston/tube arrangements. Nevertheless, the properties of the formed vortex rings were similar to those generated by a piston in a tube, and they were also affected by the generation characteristics, such as the amplitude and duration of the forcing.

In addition to these vortex generator types, one can envision employing nozzles with an axially varying cross section to decrease the exit area, and thus, to control the exit flow conditions, such as the mean velocity and the velocity profile. Such exit con-

[^7]figurations can be found in numerous biological systems. Intracardiac blood flow and aquatic propulsion are two areas of active research in which the dynamics of the starting flow through coniclike nozzle geometries is known to govern the overall system performance $[15,16]$. The shape of the vortex generator, and in particular, the exit geometry, may have a significant influence on the vortex ring formation and pinch-off since the rate of generation of the motion invariants (circulation, impulse, and kinetic energy) depend on the details of the flow in the vortex generator. Indeed, Allen and Naitoh [17] and Dabiri and Gharib [18] manipulated the circulation production rate, vortex circulation, and energy by dynamically closing an orifice or opening/closing a nozzle, respectively.

The most widely used analytical tool for predicting the formation kinematics of vortex rings employing parallel wall vortex generators is the slug model approximation for the vorticity flux generated by the starting flow $[1,4]$. By assuming the vorticity in the flow to be confined into a very thin layer near the wall, one can derive a simple expression relating the circulation flux to the spatially averaged axial velocity $U_{e}$ of the jet efflux $d \Gamma / d t(t)$ $=(1 / 2) U_{e}^{2}(t)$, where $t$ is the time, and $\Gamma$ is the accumulated circulation. The slug model has had reasonable success in matching theoretical predictions with empirical measurements of vortex formation from parallel-walled tubes, as long as the discharge duration is short, and the Reynolds number is large [4]. However, its prominent role in current modeling efforts is more closely related to its ease of use rather than accuracy.
The case of the starting flow through conic nozzle geometries is inherently beyond the purview of the slug model, due to the existence of nonzero transverse velocity components in the ejected jet, resulting from the two-dimensional nature of the flow at the exit. These components are also present during the early stages of vortex formation from parallel-walled tubes [1,19]. However, in the latter case, their contribution represents a nearly constant shift in the circulation production, and thus, can be resolved by the addition of an empirical constant. By contrast, in conic nozzle


Fig. 1 Sketch of the domain of computation
geometries, the relationship between the vorticity flux and the transverse velocity component is nonlinear and time dependent.

The present study is limited to vortex generators employing static rigid and conic nozzles. The goal is to study circulation generation and vortex ring formation for this simple, yet unexplored geometry, as a starting point for the full comprehension of the dynamically varying nozzles. The present Navier-Stokes numerical simulations demonstrate the ability to control and manipulate the emerging flow.

## 2 Methods

2.1 Numerical Model. A sketch of the axisymmetric computational domain is given in Fig. 1. The vortex generator has two sections: a straight tube of length $L_{s}=40 \mathrm{~cm}$ and a constant diameter of $D_{p}=2.5 \mathrm{~cm}$, and a conic nozzle of length $L_{n}=5.1 \mathrm{~cm}$ (the dimensions are chosen to match the experimental setup) and exit diameter $D_{e}$ of $D_{e} / D_{p}=0.2,0.4,0.6,0.8$, or 1 . The computational domain downstream of the nozzle exit has a length of $L / D_{p}=32$, and the outer boundary is at a radial distance of $H / D_{p}=4$. Numerical experiments have verified that the downstream and outer boundaries are placed far enough from the region of interest.

The moving piston is modeled as a uniform velocity inlet. Undocumented simulations performed in the course of the present study proved that this model produces results that are very similar to a moving piston, as long as the maximal stroke length is smaller than the length of the vortex generator. An impulsive velocity program of the piston is used with a constant piston velocity of $U_{p}=2 \mathrm{~cm} / \mathrm{s}$ in all the cases of the present study. Two velocity programs are used: (i) a continuous inflow velocity (velocity program no. 1) and (ii) the constant inflow is stopped at a given dimensionless time (velocity program no. 2). On the outer and downstream boundaries, zero gauge pressure is specified. On all the other boundaries, wall conditions are given, except on the axis of symmetry.

The axisymmetric, incompressible, time dependent, and laminar Navier-Stokes equations have been solved using the finitevolume package of FlUENT 6.23, ansys, Inc. Second-order accurate temporal and spatial schemes have been used with pressureimplicit with splitting of operators (PISO) pressure-velocity coupling. Mesh-size and time-step independence tests have been performed, resulting in a mesh of 180,000 nodes with clustering in the shear layer and near the walls, and a maximal dimensionless time step of $\Delta t_{e}^{*}=\left(U_{e} \Delta t / D_{e}\right) 0.02$, where $\Delta t$ is the uniform time step. The difference in the circulation of the selected mesh relative to a finer mesh with 685,000 nodes is less than $1 \%$, and relative to a time step, twice as fine, is less than $0.1 \%$.
2.2 Dimensionless Parameters. The choice of nondimensional parameters is not obvious in the present case since two velocity scales exist-one is the piston velocity (that remains constant in all the cases) and the other is the spatial average exit velocity $U_{e}$ (that depends on the diameter of the nozzle exit). The corresponding length scales are the piston diameter and the nozzle-exit diameter, respectively. Gharib et al. [5] suggested for a straight tube vortex generator a dimensionless formation time defined by


Fig. 2 Comparison of the circulation evolution of the numerical (solid line) and experimental (symbols) results $\left(D_{e} / D_{p}\right.$ $=0.6$ )

$$
\begin{equation*}
t^{*}=\frac{U_{p} t}{D_{p}} \tag{1a}
\end{equation*}
$$

This formation time is equivalent to the dimensionless piston stroke divided by the piston diameter $t^{*}=L_{p} / D_{p}$. A nondimensional circulation can be defined by

$$
\begin{equation*}
\Gamma^{*}=\frac{\Gamma}{U_{p} D_{p}} \tag{1b}
\end{equation*}
$$

although other alternatives were suggested $[3,13]$, while Gharib et al. [5] preferred using the dimensional form of the circulation. In a similar way, a nondimensional formation time and circulation, based on the nozzle-exit parameters, can be defined as

$$
\begin{equation*}
t_{e}^{*}=\frac{U_{e} t}{D_{e}} \quad \text { and } \quad \Gamma_{e}^{*}=\frac{\Gamma}{U_{e} D_{e}} \tag{2}
\end{equation*}
$$

where the spatial average velocity is $U_{e}=U_{p}\left(D_{p} / D_{e}\right)^{2}$. The relationship between the two formation time definitions is $t_{e}^{*}$ $=t^{*} /\left(D_{e} / D_{p}\right)^{3}$. As $D_{e} / D_{p}$ decreases, the inflow duration to reach a given $t_{e}^{*}$ is shorter. For example, to reach a formation time of $t_{e}^{*}$ $=4$ requires a piston stroke of $t^{*}=L_{p} / D_{p}=4,2.1,0.85,0.25$, and 0.03 for a nozzle with $D_{e} / D_{p}=1,0.8,0.6,0.4$, and 0.2 , respectively.

The Reynolds number, based on nozzle-exit parameters, is Re $=2500,1250,830,625$, and 500 for the nozzles with $D_{e} / D_{p}$ $=0.2,0.4,0.6,0.8$, and 1.0 , respectively. Consequently, in all the simulations, a laminar flow is assumed, although the case with $\operatorname{Re}=2500$ might be transitional $[2,20]$.
2.3 Validation With Experiments. A set of digital particle image velocimetry (DPIV) experiments with a nozzle of $D_{e} / D_{p}$ $=0.6$ have been performed for validating the numerical simulations. The experimental setup is described in Ref. [7]. A nearly impulsive velocity program, as recorded in the experiments (with a mean velocity of $U_{p} \cong 5.7 \mathrm{~cm} / \mathrm{s}$ ), was imposed in the simulations. The circulation is a major quantity of interest in the present study, and therefore, the measured and calculated evolution of the circulation are compared in Fig. 2. Excellent agreement is obtained.

## 3 The Flow Inside the Vortex Generator

The efflux of circulation and other motion invariants, and the vortex ring formation are determined by the velocity profile at the exit of the vortex generator, e.g., Refs. [10,12,21]. This emerging


Fig. 3 The evolution of the axial velocity profile at the nozzle exit (velocity program no. 1)
flow is affected by the dynamics of the flow inside the vortex generator. In this section, the characteristics of the nozzle-exit flow are investigated.

In the straight segment of the vortex generator, the flow properties in the initial phase of the flow are similar to that described in Refs. [21,22]. A Stokes layer is created along the straight tube wall with the instantaneous start of the inflow. As the inflow continues, a developing flow in the upstream part is established, and it advances downstream with time. By $t^{*}=12$, a stationary flow is obtained along the entire straight segment of the tube with an almost parabolic velocity profile at the downstream end. Another observation is that the flow entering the conic cross section is found to be independent of the nozzle geometry.

The converging shape of the nozzle accelerates the mean flow, influencing the boundary layer thickness, and consequently, the efflux of circulation, impulse, and kinetic energy. It also changes the Reynolds number of the emerging flow. The favorable pressure gradient decreases the thickness of the boundary layer. As the exit diameter decreases, the boundary layer thinning is more pronounced, resulting in a more uniform exit velocity profile and a thinner shear layer.

To examine more closely the nozzle-exit flow, Fig. 3 plots the axial velocity profile for formation times of $t_{e}^{*}=2,4$, and 10 , and for the different exit diameter nozzles in the case of velocity program no. 1. The first formation time $\left(t_{e}^{*}=2\right)$ is in the roll up phase of the vortex ring, the second $\left(t_{e}^{*}=4\right)$ is approximately equal to the formation number of a straight tube, and in the latter instant $\left(t_{e}^{*}\right.$ $=10$ ), the leading vortex ring has propagated downstream, far enough to not affect the flow at the nozzle exit (see Fig. 4). The theory of Gharib et al. [5] predicts that the vortex ring properties are determined by the ejection characteristics up to a formation time of $F^{*}=t_{e}^{*} \approx 4$ (for the case of a straight tube vortex generator); this value is also referred to as the formation number [5]. Looking at the nozzle-exit profile reveals that for $D_{e} / D_{p}<0.8$, the flow is (i) quasisteady in the core and (ii) a thin Stokes layer exists in an otherwise uniform velocity profile. For $D_{e} / D_{p}<0.8$, the axial velocity profile has enough dimensional time to develop into a nearly parabolic profile for $D_{e} / D_{p}=1$.

## 4 Vortex Dynamics and Circulation Evolution

4.1 Vorticity Evolution. The vorticity field for $t_{e}^{*}=2,4$, and 10 is shown in Fig. 4 for all the nozzle cases and for velocity program no. 2 , with the inflow stopping at $t_{e}^{*}=8$. The vorticity is normalized by $U_{e} / D_{e}$, and the axial and radial coordinates by $D_{e}$. This straightforward normalization reveals the similarity in the
vorticity distribution for all the nozzle cases. In the formation phase, the more constricted nozzles exhibit a smaller and more concentrated vortex core, originating from the thinner vortex sheet. Significant differences in the vorticity distribution are noticeable only after the formation phase ( $t_{e}^{*}>4$ ). The thicker shear layers generated at the lower Reynolds number cases (i.e., larger $D_{e} / D_{p}$ ) create a thicker core vortex ring, as was also observed by Mohseni et al. [13] for a straight tube vortex generator. The decrease in $D_{e} / D_{p}$ has a dual effect regarding viscosity. First, the Reynolds number (based on the exit parameters) increases linearly; for $D_{e} / D_{p}=1$, it increases to $\mathrm{Re}=500$, while for $D_{e} / D_{p}$ $=0.2$, it increases to $\mathrm{Re}=2500$. Second, as $D_{e} / D_{p}$ decreases, the physical time decreases as well for a given $t_{e}^{*}$, and consequently, viscosity has less time to act through vorticity decay and vorticity cancellation. The combined effect of these two factors is a larger vorticity magnitude and thinner core vortex ring as $D_{e} / D_{p}$ decreases. At the latest formation time shown $\left(t_{e}^{*}=10\right)$, the vorticity decay and vorticity cancellation have a prominent effect on the vorticity distribution for $D_{e} / D_{p} \geq 0.8$. In the case of $D_{e} / D_{p}=0.2$, the vorticity accumulated in the tail is susceptible to the KelvinHelmholtz instability due to the large Reynolds number of the emerging flow.
4.2 Total Circulation Evolution. Normalization of the total circulation by piston parameters might be appealing since it is common to all the cases considered in the present study. However, the similarity found in the normalized vorticity field, Fig. 4, supports the normalization of the circulation with the nozzle-exit pa-


Fig. 4 The scaled vorticity (contour lines between 0 to 20 with an increment of 1 ) for velocity program no. 2. The spatial coordinates are scaled by $D_{e}$.


Fig. 5 The evolution of the total circulation, (a) normalization by piston parameters, and (b) normalization by exit parameters
rameters. To test these normalizations of the circulation, the evolution of the total circulation is depicted in Fig. 5 for the continuous velocity program no. 1 . Normalization by the piston or the exit parameters are plotted in Figs. 5(a) and 5(b), respectively. The total circulation is calculated by integrating the vorticity field in the region outside of the straight tube vortex generator.

The circulation $\Gamma^{*}$ (that is also proportional to the dimensional circulation) can be significantly increased by decreasing the exit diameter of the nozzle, Fig. 5(a). The dependence of $\Gamma_{e}^{*}$ on $D_{e} / D_{p}$ is smaller. In the latter normalization, the smallest $D_{e} / D_{p}$ exhibits the lowest normalized circulation for a given $t_{e}^{*}$. The circulation, as predicted by the slug model, is also plotted in Fig. 5(b). In all the nozzle cases, the circulation is larger than the slug model prediction. The deviation decreases as $D_{e}$ decreases due to the more uniform exit velocity profile (Fig. 3) that conforms with the slug model approximation.

None of these normalizations could collapse the evolution of the total circulation of all the nozzle cases into a single line, although the same velocity program of the piston is employed. In an attempt to alleviate this, an alternative normalization of the circulation and formation time is suggested hereof. It will also allow separating between two contributions to the ejected circulation, a slug-type one-dimensional flow contribution, and an inherently two-dimensional flow contribution.
4.3 The Two-Dimensional Contribution to Circulation. The circulation flux ejected out of the nozzle (neglecting diffusive fluxes) can be decomposed $[1,19]$ into

$$
\begin{equation*}
\frac{d \Gamma}{d t}=\int_{0}^{D_{e} / 2} u \omega d r=\frac{1}{2} U_{\mathrm{cl}}^{2}+\int_{0}^{D_{e} / 2} u \frac{\partial v}{\partial x} d r \tag{3}
\end{equation*}
$$

where $u$ and $v$ are the axial $(x)$ and radial $(r)$ velocity components, respectively, $w$ is the azimuthal vorticity, and $U_{\mathrm{cl}}$ is the exit centerline velocity. The time integration of this circulation is identical to the total circulation (except a small deviation during the early formation of the vortex due to the generation of vorticity at the outer lip of the nozzle). This form suggests the following normalization:

$$
\begin{align*}
t^{* *} & =\frac{\tilde{U} t}{D_{e}} \\
\Gamma^{* *} & =\frac{\Gamma}{\tilde{U} D_{e}} \tag{4}
\end{align*}
$$

where the velocity scale $\tilde{U}=\sqrt{\bar{U}_{\text {cl }}^{2}}$ is the running mean velocity $\bar{U}_{\mathrm{cl}}^{2}=\frac{1}{t} \int_{0}^{t} U_{\mathrm{cl}}^{2} d \tau$. The integration of Eq. (3) using the normalization of Eq. (4) leads to

$$
\begin{equation*}
\Gamma^{* *}=\frac{t^{* *}}{2}+\frac{1}{\widetilde{U} D_{e}} \int_{0}^{t} \int_{0}^{D_{e} / 2} u \frac{\partial v}{\partial x} d r d \tau \tag{5}
\end{equation*}
$$

The first term is the contribution related to the one-dimensional flow, while the second term originates from the inherently twodimensional flow at the exit.

In the generalized slug model, the two-dimensional contribution is neglected, resulting in $\Gamma^{* *}=t^{* *} / 2$, or in dimensional form $\Gamma$ $=(1 / 2) \bar{U}_{\mathrm{cl}}^{2} t$, i.e., the circulation ejected out of the vortex generator depends on the centerline exit velocity rather than the mean velocity that is used in the original slug model. The generalized slug model extends the original slug model into cases with a nonuniform axial velocity profile, while keeping the assumption of a one-dimensional flow at the exit, see for example Ref. [19]. In many previous studies, short ejection time and high Reynolds number cases have been considered, leading to flows with thin boundary layers with the mean velocity almost identical to the centerline velocity. Shusser et al. [21] introduced a first-order approximation that corrected the centerline velocity as a result of the evolution of a thin Stokes layer, leading to an improved estimation of the circulation generation for intermediate ejection times. In the cases of long ejection times and/or low Reynolds number flows, as in the present study, it is necessary to employ the generalized slug model to account for the enhanced circulation generation, due to the exit parabolic-like velocity profile.

The second contribution to the circulation (Eq. (5)) is significant only when the exit flow is two-dimensional, i.e., when the integral of $u(\partial v / \partial x)$ is significant. Most existing studies ignore this inherently two-dimensional contribution. Didden [1] and Krueger [19] realized the importance of the two-dimensional contribution to circulation generation in the case of straight tube vortex generators. Krueger [19] showed that for nearly impulsive velocity programs, a noticeable two-dimensional flow is formed at a very short time during the initiation of the flow. This results in a small constant circulation offset $\left(\Gamma^{*} \approx 1 / \pi\right)$ to the (classical) slug model. Krueger [19] related this offset to the overpressure that develops during the initial phases of the flow.

In the present case of conic nozzles, a significant twodimensional contribution is expected throughout the ejection phase due to the shape of the exit nozzle that enforces a twodimensional flow. Figure 6 plots $\Gamma^{* *}$ versus $t^{* *}$ for the (continuous) velocity program no. 1. Less dependence of $\Gamma^{* *}$ on $D_{e} / D_{p}$ is obtained than in the previous normalizations (Fig. 5), indicating the relatively large one-dimensional contribution. The slope, however, does depend on $D_{e} / D_{p}$. The smaller $D_{e} / D_{p}$ is, the larger the slope is and the larger is the deviation of $\Gamma^{* *}$ from the generalized slug model, i.e., the two-dimensional contribution is more significant. To assess the relative two-dimensional contribution to the circulation flux throughout the continuous ejection, $d \Gamma^{* *} / d t^{* *}$ versus $t^{* *}$ is plotted in Fig. 7(a). Any deviation of $d \Gamma^{* *} / d t^{* *}$ from $1 / 2$ originates from two-dimensional effects at the exit. Moreover, the magnitude of the difference is proportional to the relative twodimensional contribution to the total circulation generation. It should be noted, however, that the magnitude itself of the onedimensional contribution cannot be evaluated from the normalized $\Gamma^{* *}\left(\right.$ since $\Gamma^{* *} \equiv 1 / 2$ by definition).


Fig. 6 The evolution of the double-star normalized circulation

With the impulsive initiation of the flow, a very large $d \Gamma^{* *} / d t^{* *}$ is obtained, in agreement with the analysis of Krueger [19]. These effects are significant up to $t^{* *} \approx 1 / 2$, i.e., in the initial forming phase of the vortex ring. In contrast to the findings of Krueger [19] for a straight tube, the two-dimensional effects do not vanish after the initiation of the flow. Rather, $d \Gamma^{* *} / d t^{* *}$ approaches a constant asymptotic value greater than $1 / 2$ in the converging nozzle cases. Figure 8 plots the asymptotic ratio of the twodimensional contribution to the total circulation. It increases linearly with the decrease in $D_{e} / D_{p}$ up to a value of $17 \%$.

Krueger [19] used the centerline exit pressure $p_{\mathrm{cl}}$ to evaluate the 2D contribution to the circulation instead of the "double-star" normalization employed in the present study. He also pointed out the equivalence of $p_{\mathrm{cl}} / \rho$ ( $\rho$ is the density) to the two-dimensional contribution $\int_{0}^{D_{e} / 2} u(\partial v / \partial x) d r$. Indeed, plotting the calculated $p_{\mathrm{cl}} / \rho U_{e}^{2}$ versus $t_{e}^{*}$, Fig. $7(b)$, yields a very similar plot to Fig. 7(a). The persisting two-dimensional contribution of the constricted conic nozzles can be also noticed in the nonvanishing asymptotic value of $p_{\mathrm{cl}}$ for $D_{e} / D_{p}<1$. One can notice for $D_{e} / D_{p}>0.6$ that for a brief period in the formation phase $\left(t_{e}^{*} \cong 1\right)$, the 2 D effects contribute a negative circulation flux $\left(d \Gamma^{* *} / d t^{* *}<1 / 2\right.$ in Fig. $7(a)$, and $p_{\mathrm{cl}} / \rho U_{e}^{2}<0$ in Fig. 7(b)). For larger exit diameter cases, the negative two-dimensional contribution cancels out a portion of the circulation added in the flow initiation phase. This occurs when the vortex ring is developed enough to induce a significant negative radial velocity at the exit, reversing the sign of $\partial v / \partial x$. With the translation of the vortex ring farther downstream, the


Fig. 8 The asymptotic two-dimensional contribution to the total circulation generation (\%)
sign of $\partial v / \partial x$ changes back to positive (in the case of $D_{e} / D_{p}$ $<1$ ).

## 5 Vortex Ring Properties

The evolutions of total and vortex ring circulations (both normalized by the exit parameters) are shown in Fig. 9 for velocity program no. 2 (the inflow is stopped at $t_{e}^{*}=8$ ). The maximal vortex ring circulation is given in Table 1 for the various $D_{e} / D_{p}$ cases. For $D_{e} / D_{p} \geq 0.8$, the enhanced circulation efflux increases the normalized vortex ring circulation as well. For the straight tube case $\left(D_{e} / D_{p}=1\right)$, it is $\Gamma_{e, V}^{*}=3.8$, significantly larger than the vortex circulation of $\Gamma_{e, V}^{*} \approx 2.7$ found by Rosenfeld et al. [10] for a uniform exit velocity profile. In the case of an imposed parabolic exit velocity profile, they have obtained a larger vortex circulation of $\Gamma_{e, V}^{*}=3.5$, close to the value calculated in the present study for the straight tube. The relatively low Reynolds number flow in the present straight tube case $(\mathrm{Re}=500)$ results in a parabolic-like exit velocity profile (Fig. 3), and hence, the increase in the vortex circulation. The augmented vortex circulation is accomplished by an axis-touching vortex ring that resembles a Hill's spherical vortex, Fig. 4. For smaller exit diameter cases $\left(D_{e} / D_{p}<0.6\right)$, the vortex circulation reduces to $\Gamma_{e, V}^{*}=2.7$, identical to the values obtained for a uniform exit velocity profile $[10,12]$.

To further study the formation process, the evolution of the normalized energy ejected out of the nozzle, as well as the normalized energy of the vortex ring, are plotted in Fig. 10. Following Gharib et al. [5], the normalized energy is defined as $e$ $=E / \sqrt{I \Gamma^{3}}$, where $E$ is the kinetic energy, and $I$ is the impulse. The normalized vortex ring energy is very useful in studying the dy-


Fig. 7 The evolution of (a) the normalized circulation flux versus the formation time $t^{* *}$, and (b) the centerline exit pressure versus $t_{e}^{*}$


Fig. 9 The evolutions of the total (lines) and vortex ring (lines with symbols) circulations
namics of vortex rings as it invokes the three motion invariants being delivered by the vortex generator. The dependence of the maximal vortex ring energy on the nozzle-exit diameter is also given in Table 1. Unlike the normalized circulation, the normalized kinetic energy is larger for the more constricted nozzles, resulting in more energetic vortex rings for a given circulation and impulse. The decrease of $e$ with the increase in $D_{e} / D_{p}$ is related to the shape (vorticity distribution) of the vortex ring, as can be seen in Fig. 4. With the increase in $D_{e} / D_{p}$ and the associated decrease in the Reynolds number, the vortex ring transforms from a thin core concentrated vortex ring into a thick core axis-touching vortex that resembles the Hill's spherical vortex. Gharib et al. [5] showed that for thin core vortex rings, $e \approx 0.33$ decreases to a value of $e \approx 0.16$ for the Hill vortex. In the present case, the larg-

Table 1 The dependence of the vortex ring parameters on the exit diameter

| $D_{e} / D_{p}$ | $\Gamma_{e, V}^{*}$ | $F^{*}$ | $e$ |
| :---: | :---: | :---: | :---: |
| 0.2 | 2.73 | 4.1 | 0.27 |
| 0.4 | 2.69 | 3.9 | 0.24 |
| 0.6 | 2.79 | 3.8 | 0.22 |
| 0.8 | 3.10 | 3.9 | 0.22 |
| 1.0 | 3.80 | 4.1 | 0.21 |



Fig. 10 The evolutions of the total (lines) and vortex ring (lines with symbols) normalized energies
(a)
(b)


Fig. 11 Geometry of the limiting cases (a) orifice and (b) straight tube vortex generators ( $D_{e}=1.5 \mathrm{~cm}, H=10 \mathrm{~cm}, L_{s}$ $=45.1 \mathrm{~cm}$, and $L=80 \mathrm{~cm}$ )
est vortex energy of $e=0.27$ is found for $D_{e} / D_{p}=0.2$, while the smallest is $e=0.21$ for $D_{e} / D_{p}=1$. The decrease in the vortex energy with the increase in the vortex circulation was also found by Mohseni et al. [13] for a straight vortex generator. Zhao et al. [12] calculated a vortex energy of $e=0.31-0.34$ for a set of imposed hyperbolic tangent exit axial velocity profiles with thin boundary layers. However, when Zhao et al. [12] imposed a parabolic exit velocity profile, the calculated vortex energy dropped to $e$ $=0.195$. Obviously, developed velocity profiles (with thick shear layers) reduce the normalized energy of the vortex ring.

Despite the dependence of the circulation efflux and vortex ring circulation on the conic nozzle-exit diameter, the formation number, as defined by Gharib et al. [5], yields an almost constant value of $F^{*}=3.85 \pm 0.25$, Table 1, well within the range found in previous experimental and computational studies of straight tube vortex generators, see for example Refs. [5,10,13]. The invariance of the formation number with the exit diameter is a consequence of the finding that the increase in the ejected circulation, as $D_{e} / D_{p}$ increases, is accompanied by an increase in the vortex ring circulation as well.

## 6 Effect of the Nozzle Length

So far, only one factor of the conic nozzle has been considered: the exit diameter, while the length of the nozzle was kept constant. The shortening of the nozzle is expanded to increase the twodimensional contribution. A limiting case is a zero-length nozzle-i.e., an orifice, see Fig. 11(a). Such a case with an orifice diameter of $D_{e}=1.5 \mathrm{~cm}$, equal to the exit diameter of the conic nozzle $D_{e} / D_{p}=0.6$, has also been simulated. It should be noticed that in most previous vortex ring formation studies that refer to an orifice case, e.g., Refs. [5,10], the geometry is different. It consists of a flat plate, flushed with the exit of a straight tube with a small diameter ( $D_{p}$ rather than $2 H$, as in the present case). The most significant difference is that in the latter case, the flow at the exit is mostly parallel to the wall of the tube, while in the present case, there is a large radial component of the flow, upstream of the orifice, that leads to a large axial gradient of the radial velocity component, and consequently, to a significant two-dimensional contribution to the circulation production.
Yet another limiting case that has been simulated is that of a straight tube vortex generator with a constant diameter equal to the diameter of the orifice ( $D_{e}=D_{p}=1.5 \mathrm{~cm}$ ), Fig. 11(b). The inflow rate identical to previous conic nozzle cases is employed in these two additional simulations as well, maintaining the same exit Reynolds number as of the conic nozzle with $D_{e} / D_{p}=0.6$ ( $\operatorname{Re}=830$ ).
The exit centerline velocity determines the magnitude of the one-dimensional contribution, Eq. (3). The evolution of the exit centerline velocity for these three identical exit diameter cases is shown in Fig. 12. In all the cases, the initiation of the flow $\left(t_{e}^{*}\right.$ $<1$ ) is accompanied by an overshoot of the exit velocity profile near the walls, leading to a centerline velocity lower than the


Fig. 12 The evolution of the exit centerline velocity for the cases with an equal exit diameter ( $\left.D_{e}=1.5 \mathrm{~cm}\right)$
mean exit velocity. Afterwards, the exit velocity profile of the orifice case is almost uniform and steady $\left(U_{\mathrm{cl}} / U_{e} \approx 1.03\right)$. The conic nozzle has a less uniform axial velocity but only by a small amount ( $U_{\mathrm{cl}} / U_{e} \approx 1.15$ ). However, it does evolve slowly in time. In the straight tube case, the velocity profile develops into a nearly parabolic flow ( $U_{\mathrm{cl}} / U_{e} \approx 1.92$ ) by $t_{e}^{*}=20$.

The evolutions of $\Gamma_{e}^{*}$ and $d \Gamma^{* *} / d t^{* *}$ are plotted in Fig. 13. The circulation generated by the conic nozzle and straight tube cases are almost identical during the starting phase of the flow $\left(t_{e}^{*}<3\right)$, when the exit velocity profile is almost uniform. Only later on $\left(t_{e}^{*}>4\right)$, with the increase in the centerline velocity, the straight tube generates a larger circulation (attributed to the onedimensional contribution). The growth of the centerline velocity increases the slope $d \Gamma_{e}^{*} / d t_{e}^{*}$ as well, until $t_{e}^{*} \sim 20$, when an almost fully developed flow is attained. Subsequently, the exit flow becomes stationary, and the circulation efflux is also steady.

The two-dimensional contribution in the orifice case is larger than in the other two cases (it contributes as much as $44 \%$ of the


Fig. 13 Evolution of the (a) circulation and (b) circulation flux for the cases with an equal exit diameter ( $D_{e}=1.5 \mathrm{~cm}$ )

Table 2 Vortex ring parameters for three cases with identical exit diameter $\left(D_{e}=1.5 \mathrm{~cm}\right)$

|  | $\Gamma_{e, V}^{*}$ | $F^{*}$ | $e$ |
| :--- | :---: | :---: | :---: |
| Straight tube | 3.99 | 4.2 | 0.18 |
| Conic nozzle | 2.79 | 3.8 | 0.22 |
| Orifice | 3.83 | 3.7 | 0.24 |

total contribution), generating a larger overall circulation efflux up to $t_{e}^{*}=8$. Afterwards, the continuous increase in the centerline exit velocity of the straight tube case generates a significantly larger circulation than the orifice case. Yet, the larger two-dimensional contribution of the orifice leads to the generation of a larger circulation than in the conic nozzle case.
The vortex circulation and normalized energy, as well as the formation number of these cases, are summarized in Table 2. The straight tube and orifice cases generate significantly larger circulation vortices: $\Gamma_{e, V}^{*}=3.99$ and 3.83 , respectively, as a result of the larger circulation efflux during the vortex formation phase. The circulation production is larger either due to a larger centerline velocity (i.e., one-dimensional contribution) in the straight tube case, or due to the two-dimensional contribution in the orifice case. In the conic nozzle case that is characterized by an almost uniform exit velocity profile and relatively small ( $\sim 9 \%$ ) twodimensional contribution, the vortex circulation is in the range reported previously for straight tubes with uniform exit velocity ( $\Gamma_{e, V}^{*} \cong 2.8$ ).

The formation number is within the common range, in agreement with the previous findings of the present study. The almost uniform exit velocity profile of the orifice case yields the largest vortex energy ( $e=0.24$ ), while the straight tube with the nonuniform exit velocity profile generates the least energetic vortex ring $e=0.18$. The lower energy of the vortex ring is consistent with the higher formation number since pinch-off occurs later (the feeding vortex sheet is disconnected only when the vortex ring energy exceeds that of the feeding flow [5]).

## 7 Conclusions

The present study presented evidences on the importance of the vortex generator geometry, and in particular, the exit configuration on the generation of circulation and on the vortex ring properties in the case of long ejection times. Conic nozzles allow flow manipulation by increasing the exit mean velocity and the Reynolds number, and by enforcing a two-dimensional flow at the exit. While the one-dimensional contribution is proportional to the square of the centerline exit velocity, and therefore, to approximately the fourth power of $D_{p} / D_{e}$ (keeping the same volumetric flow rate), the two-dimensional contribution is found to be linear with $D_{p} / D_{e}$.

The control of the circulation ejection (as well as other motion invariants) is a target of any vortex ring optimization procedure. The one-dimensional contribution to the circulation is determined by the magnitude of the exit centerline velocity. It is a function of time and of the geometry of the vortex generator. Consequently, the control of the one-dimensional contribution is limited and indirect in nature. A more straightforward control can be obtained by manipulating the two-dimensional contribution through shaped nozzles, such as conic nozzles. The two-dimensional contribution persists the entire duration of the ejection, affecting the circulation rate as well. The double-star normalization has the advantage of allowing a quantitative assessment of the two-dimensional contribution relative to the one-dimensional contribution, while the alternate form of Krueger [19] cannot provide such a quantitative comparison. It has been found that the two-dimensional contribution to the circulation increases as the cone opening angle increases (i.e., the exit diameter decreases), and consequently, the
circulation generation increases as well. In the limiting case of an orifice (with an opening angle of 90 deg ), the two-dimensional contribution is as large as $44 \%$ of the total circulation production. In the conic cases considered in the present study, the maximal two-dimensional contribution (17\%) is obtained for the smallest exit diameter case ( $D_{e} / D_{p}=0.2$ ).

The increase in the circulation generation rate is accompanied by an increase in the vortex ring circulation as well, keeping the formation number almost constant, $F^{*} \approx 4$. Thus, conic nozzles affect the magnitude of circulation or energy but not the strategy for obtaining optimal values. Thus, optimization of thrust or other quantities should employ techniques similar to previous studies of straight tube vortex generators, e.g., Refs. [6,14].

## Nomenclature

$D=$ diameter
$E=$ kinetic energy $\left(\mathrm{g} \mathrm{cm} / \mathrm{s}^{2}\right)$
$e=$ normalized kinetic energy
$F^{*}=$ formation number
$H=$ distance of the outer boundary (from the axis) (cm)
$I=$ impulse $(\mathrm{g} \mathrm{cm} / \mathrm{s})$
$L=$ length of the computational domain (from the nozzle exit) (cm)
$L_{p}=$ piston stroke (cm)
$L_{n}=$ length of the conic segment of the tube (cm)
$L_{s}=$ length of the straight segment of the tube (cm)
$p=$ pressure ( $\mathrm{dyn} / \mathrm{cm}^{2}$ )
$\operatorname{Re}=$ Reynolds number
$t=$ time (s)
$t_{e}^{*}=$ formation time based on exit parameters (Eq. (2))
$t^{*}=$ formation time based on piston parameters (Eq. (1))
$t^{* *}=$ double-star formation time (Eq. (4))
$u, v=$ the axial and radial velocity components ( $\mathrm{cm} / \mathrm{s}$ )
$\widetilde{U}=$ velocity scale $\tilde{U}=\sqrt{\bar{U}_{\mathrm{cl}}^{2}}$, where $\bar{U}_{\mathrm{cl}}^{2}=1 / t \int_{0}^{t} U_{\mathrm{cl}}^{2} d \tau$
$U=$ nozzle exit axial velocity ( $\mathrm{cm} / \mathrm{s}$ )
$x, r=$ axial and radial coordinates (cm)

## Greek Symbols

$\rho=$ density $\left(\mathrm{g} / \mathrm{cm}^{3}\right)$
$\omega=$ azimuthal vorticity ( $1 / \mathrm{s}$ )
$\Gamma=$ circulation ejected out of the tube $\left(\mathrm{cm}^{2} / \mathrm{s}\right)$
$\Gamma^{*}=$ normalized circulation based on piston parameters (Eq. (1))
$\Gamma_{e}^{*}=$ normalized circulation based on exit parameters (Eq. (2))

$$
\Gamma^{* *}=\text { double-star normalized circulation (Eq. (4)) }
$$

## Subscripts

$$
\begin{aligned}
\mathrm{cl} & =\text { nozzle exit centerline } \\
e & =\text { nozzle exit } \\
p & =\text { piston }
\end{aligned}
$$
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# Measurements of High Velocity Gradient Flow Using Bubble Tracers in a Cavitation Tunnel 


#### Abstract

The objective of the present study is to investigate propeller wake using particle image velocimetry $(P I V)$ technique with bubble type of tracers, naturally generated by the decrease in the static pressure in a cavitation tunnel. The bubble can be grown from the nuclei melted in the water tunnel and the size of bubbles is changed by varying the tunnel pressure. A series of experiments are conducted in the conditions of the uniform and high velocity gradient flows to find out the characteristics of bubble tracers and compared the measurement results using bubbles with those using solid particles. Bubbles showed good trace ability in the region of $15<R e_{S}<75$; however, some discrepancies showed at high velocity gradient region of $R e_{S} \approx 1000$. The fitted vorticity reduction rate would give reference for the prediction in a real flow when bubble tracers are utilized in PIV measurements of a vortical flow. In addition, the characteristics of bubble slip velocity can provide information on the vortex core center and the reduction in the Reynolds shear stress caused by bubble's deformability. [DOI: 10.1115/1.3192136]


Keywords: PIV (particle image velocimetry), bubble, slip velocity, cavitation tunnel, vorticity, turbulence

## 1 Introduction

The flow velocity can be measured with the PIV technique if there are tracers in the flow field, which is similar to the laser Doppler velocimetry (LDV) technique. In the case of LDV, the measurement volume is about a few $\mathrm{mm}^{3}$ and the velocity measurement is available even though there is small number of tracers in the flow. On the other hand, the PIV technique, not a pointwise measurement but a field measurement, needs uniformly distributed tracers in the flow for the appropriate measurements since it can have the measurement range of a few $\mu \mathrm{m}$ to a few meters. In addition, the tracer has the size of a few nanometers to a few millimeters with the variation in the experimental conditions and the size of the measurement plane. As the size of the tracer is getting larger, the light intensity scattered from the tracer within the laser light sheet is also getting higher and this can provide some merits to the PIV measurement. However, larger tracers may play a role of additional nuclei in the cavitation tunnel and affect the cavitation patterns to some degree. As a result, the PIV measurements cannot be conducted together with the cavitation observation tests in a tunnel and lead to some harsh works to clean the whole cavitation tunnel after them. The Maritime and Ocean Engineering Research Institute's (MOERI's) midsize cavitation tunnel holds water of about 50 tons and the cleaning works to remove tracer particles were possible after PIV measurements. Recently, the MOERI has been constructing another cavitation tunnel, which will have a large test section of $2.8 \times 1.8 \times 12.5 \mathrm{~m}^{3}$ and will contain about 2400 tons of water. In this new cavitation tunnel, the cleaning works are considered to be nearly impossible because they will require too much cost and time. Therefore, serious considerations would be necessary for the effective employment of the PIV measurements in the large cavitation tunnel as well as the midsize one.

The typical experiments carried out in the MOERI's midsize cavitation tunnel consists of the reproduction of the ship's hull

[^8]wake, propeller performance tests, rudder cavitation observation, and so on. For the realization of the hull wake, the equipment called the wake screen made of several steel meshes is used to simulate the wake flows behind the bare hull. Since this wake screen has quite fine and dense meshes, many tiny bubbles can be generated additionally. Although the large cavitation tunnel does not need the wake screen but the ship model, it would be meaningful to investigate the trace ability of the bubbles in the presence of the wake screen for the expansion of the PIV application. The tunnel pressure should be controlled to match the propeller operation condition and lots of bubbles occurred when it was decreased under the water vapor pressure.
Studies on the bubbly flow have been performed by many researchers. Brenn et al. [1] investigated the unsteady two-phase flow with small rising bubbles using phase Doppler anemometry (PDA). They revealed information about flow behaviors of the two-phase system through relative (slip) velocities. The increase in drag on bubbles due to interaction between bubbles and turbulence was introduced numerically by Lane et al. [2]. The bubble size effect was investigated on the gravity-driven pumping by injecting gas in the pipe using four-point fiber probe and laser Doppler anemometry (LDA) (see Ref. [3]).

The PIV measurements for the two-phase flow were performed to obtain velocity fields in the bubbly flows. Lindken and Merzkirch [4] did the studies to separate each velocity component of the liquid or the vapor in the bubbly flow. Although Jansen [5] investigated the breaking wave containing bubbles using the fluorescent particles and ultraviolet rays; they did not show good spatial resolution of the velocity field. Govender et al. [6] showed insufficient explanation of the PIV technique itself although he tried to get some information on the two-phase flow. It is necessary to study the details about the light source because the intensity of the scattered light from the bubbles is small in the bubbly flow with low void fraction and small-size bubbles. Ryu et al. [7] conducted successfully PIV measurements based on the silhouette technique considering the bubbles as the tracer to visualize the green water over the head deck of a ship. Recently, Paik et al. [8] measured the velocity fields using bubble tracers; however, they did not give detailed information on the bubble tracers and their characteristics.


Fig. 1 Schematic diagram of a cavitation tunnel

In the present study, the propeller wake as a high velocity gradient flow was investigated using bubbles generated naturally by the decrease in tunnel pressure. In particular, velocity fields were extracted to confirm the PIV technique with bubble tracers from both the uniform flow and the propeller wake within the condition of high Reynolds number over $10^{6}$. In addition, the reason why some discrepancies between two tracer cases occurred was investigated in the viewpoint of the slip velocity. Reference data were also provided to correct vorticity values in the results of bubbly flow.

## 2 Experimental Apparatus and Method

The experiments have been conducted in the midsize cavitation tunnel of the MOERI. The rectangular test section has dimensions of $0.6^{H} \times 0.6^{W} \times 2.6^{L} \mathrm{~m}^{3}$. The maximum flow speed is $12 \mathrm{~m} / \mathrm{s}$, and the pressure can be varied from $0.1 \mathrm{~kg}_{f} / \mathrm{cm}^{2}$ to $2.0 \mathrm{~kg}_{f} / \mathrm{cm}^{2}$. A schematic diagram of the tunnel is shown in Fig. 1. The twoframe PIV system consists of a dual-head neodymium-doped yttrium aluminium garnet (Nd:YAG) laser ( $200 \mathrm{~mJ} / \mathrm{pulse}$ ), two charge-coupled device (CCD) cameras, a synchronizer, and a frame grabber, as shown in Fig. 2. The CCD cameras have a resolution of $1024 \times 1024$ pixels, and a thin laser light sheet was used to illuminate the center plane longitudinally and capture the pairs of particle images separated by short time intervals by using the frame-straddling method. Velocity fields were extracted using the PIV algorithm of a cross-correlation method based on the fast fourier transform (FFT). The field of view was $10 \times 10 \mathrm{~cm}^{2}$ in the uniform flow and the measurements were conducted to observe the behaviors of tracers with the variation in experimental conditions, as shown in Table 1. The tunnel flow speed was detected from the Pitot tube installed on the wall ahead of the test section.

In this study, together with the uniform flow, the propeller wake was also measured to find out the likelihood of bubbles as tracers in the 2D PIV technique. The propeller model for the container


Fig. 2 Schematic diagram of a PIV experimental setup

Table 1 Test conditions for 2D PIV measurements

| Flow speed $(\mathrm{m} / \mathrm{s})$ | 3 | 5 | 8 |
| :--- | :---: | :---: | :---: |
| Time interval $(\mu \mathrm{s})$ | 120 | 100 | 80 |
| Tunnel pressure $(\mathrm{atm})$ | 1.0 | 1.0 | 1.0 |
|  | 0.8 | 0.8 | 0.8 |
|  | 0.5 | 0.5 | 0.5 |
|  | 0.3 | 0.3 | 0.3 |
|  | 0.2 | 0.2 | 0.2 |

ship model has five blades, a mean pitch ratio of 0.990 , and a diameter of 250 mm . The wake screen was arranged in front of the propeller model to consider the bare hull wake. The significant decrease in tunnel pressure for the sake of the generation of bubbles may result in a reduction in the thrust, mismatching the design condition of the propeller. Therefore, bubble generation has to be considered after finding appropriate revolution condition. The present study satisfied well the thrust identity.

The analysis of measurement uncertainties or precision errors was carried out for actual particle images whose flow field was known in advance. The quiescent flow was tested for the uncertainty evaluation of the present PIV system by following the procedure recommended by Raffel et al. [9] to estimate the measurement errors of PIV systems under the same condition as explained in the experimental apparatus and method. The standard errors encountered in measuring the displacement vector were calculated, and the results were summarized in Table 2. To minimize the measurement uncertainties, 150 instantaneous velocity fields were ensemble-averaged in the postprocessing. As a result, the uncertainty levels measured by PIV system were $0.038 \%$ and $0.063 \%$ for the axial and radial velocity vectors, respectively. Instantaneous velocity fields were obtained for each measurement phase. They were ensemble-averaged to obtain the time-averaged in-plane velocity, vorticity, turbulence intensity, and Reynolds shear stress in terms of tracers for PIV.
In addition, the bubble size was measured by using the shadowgraph technique with the images of bubbles as tracers. Although the shadowgraph technique may give rather less accurate sizing values than phase Doppler or global rainbow methods, we employed it because of the absence of other bubble sizing equipments. Two light bulbs were utilized to illuminate the bubbles at the bottom and side wall. The visualization system consisted of a high-speed camera (Photron, FASTCAM APX-RS), a Nikon 50 mm lens ( $f=1.4$ ), metal lamps (Photron, HVC-SL), an image processor, and a PC. Figure 3 shows one image of the shadowgraph technique at 0.38 atm . The camera frame rate was varied from 2000 frames $/ \mathrm{s}(\mathrm{fps})$ to 6000 fps , since the flow speed was changed in the range $3-8 \mathrm{~m} / \mathrm{s}$. The spatial resolution and the size of the measurement plane were $512 \times 512$ pixels and $15 \times 15 \mathrm{~cm}^{2}$, respectively. The bubble size was determined from the occupied pixels by a bubble, the measurement area, and the spatial resolution of the camera.

Table 2 Measurement uncertainties of displacement vectors measured by the PIV system used in this study

|  |  | Fluctuations <br> $(\mu \mathrm{m})$ |  |
| :--- | :---: | :---: | :--- |
|  | root-mean-square <br> $(\mathrm{rms})$ | Min. | Max. |
| $\sigma_{\Delta x}$ | 0.050 | -6.317 | 6.367 <br> $\sigma_{\Delta y}$ |



Fig. 3 One image of shadowgraph technique at 0.38 atm

## 3 Results and Discussion

As the 2D PIV system uses the time interval between laser pulses and the frame-straddling method of the CCD camera, the particle images were captured according to the variation in the time interval and the tunnel flow speed. Generally, the time interval was chosen for the particle displacement of 3-5 pixels, which are efficient for the operation of the PIV algorithm, and the particle images were acquired accordingly.

Figure $4(a)$ shows the particle image when the flow speed (in the $X$ direction only) and the tunnel pressure were $3 \mathrm{~m} / \mathrm{s}$ and 0.2 atm, respectively. The tunnel water has no polyamide particles of $20-30 \mu \mathrm{~m}$ in diameter, which were used in the tunnel for the typical PIV measurements. These polyamide particles increased the contamination of the water and made the cavitation observation quite difficult. In addition, heavy cost and much effort are necessary to clean the remains of the particles attached to the tunnel walls and the impeller. The picture shows both large and small particles; the larger ones mean the bubbles and the small ones are titanium dioxide $\left(\mathrm{TiO}_{2}\right)$ particles of $3 \mu \mathrm{~m}$. The $\mathrm{TiO}_{2}$ particles do not affect the cavitation patterns on the body surfaces because they do not function as the nuclei of cavitation. The particle images are similar to each other from 1 atm to 0.3 atm in tunnel pressure. When the tunnel pressure was lowered below 0.3 atm, many bubbles appeared in the tunnel water. The bubble tracer has a mean diameter of $0.74 \pm 0.24 \mathrm{~mm}$ as shown in Table 3, and it could be employed for the PIV measurements. However, the influences of the bubbles on the near flow field and their trace ability in the high velocity gradient flow had to be investigated minutely for the availability of bubble tracers.

Figure $4(b)$ shows the image of particles $5 \mathrm{~m} / \mathrm{s}$ in flow speed and 0.2 atm in tunnel pressure. As the increase in the tunnel speed increasingly lowered the water pressure, the bubbles appeared from the 0.3 atm tunnel pressure. The bubbles have a mean diameter of $1.03 \pm 0.13 \mathrm{~mm}$ at $5 \mathrm{~m} / \mathrm{s}$, without the scattering band of the bubble, and larger than that in the condition of $3 \mathrm{~m} / \mathrm{s}$. The increase of the tunnel flow speed to $8 \mathrm{~m} / \mathrm{s}$ raised the number of the bubbles and increased the mean diameter to $1.60 \pm 0.11 \mathrm{~mm}$. Since the increase in flow speed resulted in the growth of the bubble occupied region and the number of bubbles, the buoyancy that might be caused by the increment of bubble size should be studied by using the velocity field measurements.

The interrogation window size for PIV measurements was $50 \%$ overlapped $48 \times 48$ pixels in the uniform flow. To compare the differences among velocity field results, the original vector maps were arranged without removing any error vectors or interpolations in Fig. 5. Figure 5(a) shows the small error vectors in the velocity field. They indicate that the particle images including the bubbles with a diameter of less than 1 mm would be useful for the

(a)
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Fig. 4 Particle images at the tunnel pressure of 0.2 atm: (a) 3 $\mathrm{m} / \mathrm{s}$, (b) $5 \mathrm{~m} / \mathrm{s}$, and (c) $8 \mathrm{~m} / \mathrm{s}$

PIV analysis. The increment in the flow speed raised the number of the error vectors in the vector map as shown in Fig. 5(c). The empty spaces in the velocity fields mean errors caused by bubbles. The velocity field of the flow speed of $8 \mathrm{~m} / \mathrm{s}$ with the tunnel pressure of 0.3 atm was similar to that of 0.2 atm and $5 \mathrm{~m} / \mathrm{s}$. As the condition of $8 \mathrm{~m} / \mathrm{s}$ and 0.2 atm largely increased the error

Table 3 Results obtained from the velocity fields in the uniform flows

| $U_{0}$ <br> $(\mathrm{~m} / \mathrm{s})$ | $P_{t}$ <br> $(\mathrm{~atm})$ | Bubble size <br> $(\mathrm{mm})$ | Error ratio <br> $(\%)$ | $U$ mean <br> $($ pixel $)$ | $V$ mean <br> $($ pixel $)$ | Standard error <br> $\left(\times 10^{-3}\right.$ pixel $)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 1.0 | - | 0.5 | 3.080 | -0.03 | 9.51 |
|  | 0.2 | $0.74 \pm 0.24$ | 1.0 | 3.077 | -0.02 | 9.98 |
| 5 | 1.0 | - | 0.8 | 4.210 | -0.03 | 12.72 |
|  | 0.2 | $1.03 \pm 0.13$ | 1.5 | 4.215 | -0.02 | 10.43 |
| 8 | 1.0 | - | 2.8 | 5.487 | -0.05 | 14.16 |
|  | 0.2 | $1.60 \pm 0.11$ | 3.5 | 5.490 | -0.03 | 18.25 |

vectors caused by the light scattered from the bubble, the appropriate bubble images should be considered in advance according to the experimental conditions.

Table 3 shows the results of the 400 velocity fields in each uniform flow case. Here, $U_{0}$ and $P_{t}$ mean the free stream velocity and tunnel pressure, respectively. Only the error ratio (equal to the number of error vectors/number of total vectors) was obtained from the original velocity fields, and other parameters such as mean value and standard error were extracted after the postprocessing of vector maps. The mean displacement in the vertical direction shows a nearly constant value of about -0.03 pixels, which were independent of the tunnel flow speed and the size of bubbles. In other words, the buoyancy effect did not occur in the uniform flow conditions. At the atmospheric pressure condition, the error ratio was below $2 \%$, indicating a good uniformity in the tracer distribution. In the case of $3 \mathrm{~m} / \mathrm{s}$, the error ratio and standard error had small values regardless of the variation in the tunnel pressure. With the flow speed of $5 \mathrm{~m} / \mathrm{s}$, the error ratio and the standard error had values larger than those of $3 \mathrm{~m} / \mathrm{s}$ because of the increase in the bubble tracer. However, the PIV measurement could be employed in the $5 \mathrm{~m} / \mathrm{s}$ condition because the error ratio of less than $2 \%$ means the acquisition of good particle images. Although the error ratio and the standard error at $8 \mathrm{~m} / \mathrm{s}$ were also larger than those of at $3 \mathrm{~m} / \mathrm{s}$, a fine control of the time interval between the two laser sheets, the laser intensity and the aperture of the CCD camera would be helpful in acquiring better images. In the case of the $8 \mathrm{~m} / \mathrm{s}$ and 0.2 atm tunnel pressure, the error ratio was larger than the 1.0 atm tunnel pressure. The increase in the error ratio is attributed to the secondary effects by the light sources scattered from the rather larger bubbles, which illuminate the surrounding flow region needlessly. Most of all, it is necessary to treat the bubble tracers carefully in the case of high flow speed and low tunnel pressure so that large bubbles would not fill up the whole interrogation window area.

To measure the high velocity gradient flow trace ability of bubbles in a complicated flow by using the 2D PIV technique, the propeller wake was selected because it contains the vortical structure with a high velocity gradient. The wake screen in front of the rotating propeller provided many tiny bubbles through the small meshes on it, and this made it possible to reduce the interrogation window for PIV measurements to $50 \%$ overlapped $32 \times 32$ pixels. In the condition of $5 \mathrm{~m} / \mathrm{s}$ and 0.25 atm , the mean diameter of the bubble was 1.03 mm and the size of the measurement plane was $20 \times 10 \mathrm{~cm}^{2}$. Since the propeller is working in fixed conditions of above pressure and flow speed, the variation in bubble size was not available in the propeller wake case. The propeller wake has a quite complicated flow structure that consists of hub vortices, tip vortices, and trailing vortices. The hub vortices were excluded in this study because the diffused reflection from them was too strong to capture the tracer images. The tip vortices are generated from the pressure difference between the suction and pressure sides at the blade tip region. The trailing edge of a blade produced the trailing vortices, which looked like a curved layer connected to a tip vortex. Figures 6 and 7 showed the particle images and the instantaneous velocity fields behind the propellers obtained at two tunnel pressures and $5 \mathrm{~m} / \mathrm{s}$ free stream. The tip


Fig. 5 Velocity fields at the tunnel pressure of 0.2 atm: (a) 3 $\mathrm{m} / \mathrm{s}$, (b) $5 \mathrm{~m} / \mathrm{s}$, and (c) $8 \mathrm{~m} / \mathrm{s}$


Fig. 6 Particle images of propeller wake at the same free stream velocity: (a) atmospheric pressure and (b) 0.25 atm
vortices and the wake sheets generated from the blade trailing resemble each other in both of the instantaneous velocity fields. At the atmospheric pressure, the aperture of the CCD camera was fully widened to capture the images of the tiny solid particles. On the other hand, the aperture was narrowed tightly so that it would not damage the CCD cells at the condition of 0.25 atm and cavitation number of 1.4 because the light intensity scattered from the bubbles was very strong.

Figure 8(a) shows the contour plots of phase-averaged axial velocity at $\phi=0$ deg when the solid particles are put into the tunnel water. The axial velocity component has large values in the slipstream, which means that the region has high axial momentum inside the trajectories of the tip vortices and relatively smaller values near the blade tip and the propeller axis. Along the tip region ( $-0.5<Y / D<-0.4$ ) of each blade, there are pairs of negative and positive isocontours with the shape of a circle because of the tip vortices. The velocity cores of Rankin type may give the information on vortex size from the characteristics of vortex. This tendency is very similar to the contour plots of bubble tracers (Fig. 8(b)). The result of the bubble tracers shows the contours' location and shapes similar to that of the solid particles. Although the magnitudes of axial velocity in the slipstream region are a little different between solid and bubble cases, the bubbles seem to show a trace ability as good as the solid tracers.

Figure 9 shows the axial velocity profile at several radial locations at $\phi=0$ deg. There was a velocity defect, which looks like a hump in the region $0.3<r / R<0.7$ around $X / D=0.3$ and 0.6 , and


Fig. 7 Instantaneous fluctuating velocity fields subtracted by a convection velocity at the same free stream velocity: (a) atmospheric pressure and (b) 0.25 atm
it is originated from the merging of the boundary layers developed on two sides of the blade. As the viscous wake is influenced by a centrifugal force, the hump of velocity defect grew deeper with the increase in radial distance. However, there was a significant change in the axial velocity profile because of the influence of the tip vortices at $r / R=0.9$ in the case of both the solid and bubble tracers before the location of $X / D=0.35$. As the axial velocity of the slipstream is larger than that of the tip vortices and their rotational component reduces the axial velocity near $r / R=0.9$, the humps at $r / R=0.9$ show deep valleys and outbreak earlier than those at $0.3 \leq r / R \leq 0.7$.

Figure 9 shows the limitation of the bubble tracers in a high velocity gradient flow. In the region of $X / D \geq 0.35$, bubbles follow the wake flow behaviors such as the movement of the trailing vorticity and the tip vortices very well. On the other hand, bubbles could not trace the flow behaviors well in the region of $X / D$ $<0.35$, especially around the position of $r / R=0.9$ where the high velocity gradients appear. These experimental results led us to find that the bubble tracers would be useful in a wake region of $X / D$ $\geq 0.35$ because the bubbles show rather good trace ability in terms of the axial velocity component compared with the solid particles. The solid tracers have a slightly larger axial velocity at the range of $0.3 \leq r / R \leq 0.7$ in the whole downstream area. Looking into the region of $X / D \geq 0.35$ where the bubbles seem to obtain the stability of its movement, the difference in axial velocity ranged from $0.63 \%$ to $2.10 \%$ in the radial distance $0.3 \leq r / R \leq 0.7$. The axial velocity difference gradually decreased as the radial distance in-


Fig. 8 The comparison of the phase-averaged axial velocity contours: (a) solid particles and (b) bubble tracers
creased from $r / R=0.3$ to $r / R=0.7$. The difference between both tracer cases was from $0.3 \%$ to $11.6 \%$ at $r / R=0.9$.

The difference in velocity magnitude between bubble and water is known as the slip velocity and is computed as follows:


Fig. 9 The comparison of the phase-averaged axial velocity profiles at several radial locations

$$
\begin{equation*}
U_{\text {magS }}=\frac{\left(U_{\text {bubble }}-U_{\text {water }}\right)}{U_{\text {free }}} \tag{1}
\end{equation*}
$$

where $U_{\text {bubble }}$ and $U_{\text {water }}$ mean the total velocity magnitude of bubble and solid, and $U_{\text {free }}$ is the free stream velocity measured by solid tracers. Figure $10(a)$ shows the contours of slip velocity $U_{\text {magS }}$ regarding two propeller wake cases. In the slipstream region of $-0.35<Y / D<-0.10$, the slip velocity was only $3 \%$ of the frees tream velocity near the trailing vortices, and it has values ranging from $0.15 \%$ to $0.3 \%$ at the other areas. Reynolds number (based on the propeller diameter and fluid velocity) was around $10^{6}$ in the present study, and the slip velocity was negligible at the region of small velocity gradient. This result is very similar to that of Murai et al. [10] who measured the slip velocity in the horizontal bubbly channel flow at the Reynolds number of $2 \times 10^{4}$ based on the channel height. To investigate the characteristics of a bubbly flow further in a high Reynolds number, another Reynolds number $\operatorname{Re}_{S}$ was defined by the slip velocity

$$
\begin{equation*}
\operatorname{Re}_{S}=\frac{\left|U_{\text {bubble }}-U_{\text {water }}\right| D_{\text {bubble }}}{\nu} \tag{2}
\end{equation*}
$$

Here, $D_{\text {bubble }}$ and $\nu$ are the mean diameter of the bubbles and the kinematical viscosity of water, respectively. The slipstream region in Fig. 10(a) gives the range of $15<\operatorname{Re}_{S}<75$ when $D_{\text {bubble }}$ is supposed to be about 1 mm . This Reynolds number range is higher than that $\left(0<\operatorname{Re}_{S}<9\right)$ of the rising bubble case (see Ref. [1]) in spite of the similar diameter of bubbles. In the range 4 $\leq \operatorname{Re}_{S} \leq 100$, the drag coefficient reported by Clift et al. [11] is as follows:


Fig. 10 Contour plots of slip velocity between bubble and solid tracers: (a) for velocity magnitude and (b) for vertical velocity

$$
\begin{equation*}
C_{D}=13.725 \mathrm{Re}_{S}^{-0.74} \tag{3}
\end{equation*}
$$

and the rising bubble case gives $1<C_{D}<20$. However, it decreased to a range of $0.56<C_{D}<1.85$ when a bubble appeared in a high Reynolds number flow above the transition region, experiencing a small velocity gradient.

In the case of the small velocity gradient flow, the drag force on the bubbles was too small to require serious correction of a bubbly flow into a real flow. On the other hand, the high velocity gradient, especially the tip vortex region $(-0.50<Y / D<-0.35)$ shown in Fig. 10(a), gives different characteristics of bubbles. The $\mathrm{Re}_{S}$ was about 1000 because the slip velocity magnitude increased to $0.2 U_{0}$ at a tip vortex. The rotational velocity components were very strong around the core of a tip vortex. The solid tracers followed the rotational trace around the core better than the bubble tracers because the skin friction of the solid tracers is higher than that of bubbles, and it kept the inertial force continuously even at the region of very high velocity gradient. The lift force on individual bubble (see Ref. [12]) could be one potential source of the high slip velocity and it provides bubbles' slip in a shear and rotational region. The pressure gradient force owing to density effect could be another source because it accelerates bubbles in the radial direction of vortices. Those made bubbles not to follow the rotational trajectory exactly and have a rather low axial velocity component instead around the tip vortex core, which was different from the real flow behaviors.

In addition, each tip vortex has a similar vertical slip velocity $V_{S}$ pattern though the wake moves downstream. The area in which the bubble has a more vertical velocity than water is sandwiched between those of $\left|V_{S}\right|<0$ as shown in Fig. $10(b)$. The solid and
bubble tracers circulated around the core of the tip vortex tube because of significant rotational motion and centrifugal force. In particular, the bubbles have a greater vertical velocity magnitude because they may move more rapidly and more easily than the solids in the state of cavitating vortical flow. The region of the highest value of $\left|V_{S}\right|$ means the center of the tip vortex core, which can be confirmed in the $Z$-directional vorticity contours, as shown in Fig. 11.
The Z-directional vorticity values of the trailing vortices in the bubble tracer case are similar to those in solid tracers, and the contours in the bubble case show a slightly broader distribution than those of solids as shown in Fig. 11. Near the tip vortices, the vorticity values in the bubble case became smaller because it lost some of its trace ability owing to an increase in slip velocity. Actually, bubble concentration around tip vortices is different from that of the other regions. In the tip vortex region the bubble concentration was about $184 / 120^{2}$ pixels and it reduced to $75 / 120^{2}$ pixels at the sandwiched region between tip vortices. The bubbles accumulated near vortex cores and resulted with the reduction in velocity magnitudes of bubbles, which is closely related to the decrease in vorticity value at the tip vortex region of the bubble case. However, the locations of the tip and trailing vortices are very similar in both tracer cases. These findings led us to learn that a flow visualization using bubble tracers can be carried out in terms of the spatial configuration of a complicated flow. For example, the variation in the blade pitch of a propeller changes the spatial spacing between the tip and trailing vortices in a wake flow. Although the PIV technique using bubble tracers cannot measure the vorticity value accurately in a high velocity


Fig. 11 The comparison of the phase-averaged vorticity contours: (a) solid particles and (b) bubble tracers
gradient region such as a vortex core, it would be helpful in diagnosing the parameters affecting the spatial evolution of the flows.

Figure 12 shows the phase-averaged vorticity profiles at several


Fig. 12 The comparison of the phase-averaged vorticity profiles at several radial locations
radial locations. The vorticity distributions resembled one another except for the region of tip and trailing vortices in both tracer cases. Although both tracers displayed similar locations of trailing vortices at $r / R=0.7$ and 0.9 , the vorticity itself showed larger values in the solid tracers, and it increased as the radial distance increased. In particular, the locations of the trailing vortices varied according to the radial distance. The trailing vortices of 0.5 $\leq r / R \leq 0.7$ appeared at more downstream locations than those of $r / R=0.9$ after the position of $X / D=0.4$ because the axial velocity in the slipstream is larger than that in the tip vortices.

The core of a tip vortex has the strongest vorticity value in the propeller wake except the hub vortices. The vorticity value in the cores decreased gradually up to the third tip vortex in the case of solid tracers, and the linear fitted line had an equation of $Y$ $=15.03 X-40.8$ as shown in Fig. 13, where $Y$ and $X$ mean vorticity and $X / D$ axis, respectively. The reduction rate of vorticity value relaxed largely at the fourth tip vortex. In the case of bubble tracers, the reduction rate of vorticity increased significantly, and its equation became $Y=34.02 X-37.0$ up to the third tip vortex. Both equations regarding the vorticity reduction rate would give some insight into how much vorticity value was underestimated when a PIV technique was employed in the measurements of high velocity gradient flow using bubble tracers. We found that the differences in the tip vortices' vorticity values between both tracers are attributed to the large slip velocity and $\mathrm{Re}_{S}$ in the high velocity gradient region, as shown in Fig. 10. The difference in the vorticity values between the two tracer cases was getting larger as the wake moved downstream. However, its difference


Fig. 13 The comparison of the vorticity values at the cores of tip vortices
maintained a constant value from the third tip vortex. In addition to the provision of criteria for the adoption of bubble tracers, these characteristics would be useful references for analyzing vortical flow with strong vortices.

In general, a bubble slip velocity is generated to make a balance between buoyancy and drag at the rising bubble in water without any acceleration. In a turbulent flow, however, a bubble experiences accelerations and decelerations continuously because of the vortical turbulence. The viscosity in the complicated turbulent flow is known to increase and the additional turbulent viscosity is known to affect the Reynolds shear stress (see Ref. [13]). The bubbles influenced the turbulent viscosity in the slipstream region of $r / R=0.5$ and 0.7 and increased the Reynolds shear stress as shown in Fig. 14. The humps and discontinuities indicate the existence of the trailing and tip vortices in the wake flow system. Although the absolute values of Reynolds shear stress of bubbles are higher than those of solid tracer, the distribution pattern and its amplitude are similar to each other, showing a biased trend owing to the slip velocity. Actually, Moriguchi and Kato [14] reported that the reduction in Reynolds shear stress induces the reduction in skin friction in the high shear rate flow when the bubbles appear on the wall without any dependency of the bubble size. The flow with a high shear rate on the wall was known to increase the bubbles' deformability and reduce the Reynolds shear stress. The present experiments also showed that the bubbles reduced the profile amplitude in Reynolds shear stress in the region of $r / R=0.8$ and 0.9 though they displayed a sort of biased trend of Reynolds shear stress. It seems that the high shear rate of the tip vortices provides the bubbles' excessive deformability and influences on the amplitude decrease in the Reynolds shear stress, showing an absolute value smaller than the solid case at the tip vortices. Actually, it was well known that bubbles experience an oscillatory deformation when the Weber number of bubbles is larger than


Fig. 14 The comparison of the Reynolds shear stress profiles at several radial locations
unity in a flow, especially rotating motion like vortex (see Ref. [15]). As the Weber number of bubbles was about 1.04 near a tip vortex core in the present study, the deformability of bubbles might be affecting the Reynolds shear stress around it.

The contour plots extracted from the ensemble-averaged velocity fields showed good trace ability from the viewpoint of locations of wake sheet and tip vortices. However, there are some discrepancies between the two results. For example, the vorticity values are different near the trailing vorticity and the tip vortices owing to the slip velocity variation. Additionally, an in-depth investigation of the bubbles as cavitation nuclei is called for because they might strengthen the cavitation or affect the cavitation pattern itself on the body surfaces. It would also be necessary to study the influences of error owing to the variation in bubble size in a high velocity gradient flow in the future though they could not be revealed in the present study because of the limitation of experimental environments.

## 4 Conclusions

The trace ability of the bubbles was investigated by using a two-frame PIV technique at high Reynolds number over $10^{6}$ in the midsize cavitation tunnel. The velocity fields in the longitudinal planes were obtained both in uniform flows and in high velocity gradient flows of the propeller wake.

In the case of the uniform flow of 0.2 atm tunnel pressure, the bubbles about 1 mm in size produced good trace ability. The bubbles showed rather good trace ability in the high velocity gradient flow as well. The bubbles followed the behaviors of the propeller wake very well in the slipstream region. However, as the flow closes to a tip vortex in a high velocity gradient region, the bubbles showed some discrepancies on the flow behaviors.

A comparison of velocity field data in both tracer cases revealed the reason for the different results. The large slip velocity and $\mathrm{Re}_{S}$ provided a difference especially in the high velocity gradient region. The slipstream region gives a range of $15<\operatorname{Re}_{S}<75$; however, $\mathrm{Re}_{S}$ is about 1000 at a high velocity gradient region of a tip vortex. Fitted equations regarding the vorticity reduction rate would give some reference that is useful for the PIV measurements of high velocity gradient flow using bubble tracers. The highest vertical slip velocity $\left|V_{S}\right|$ appears at the center of the tip vortex core, and the high shear flow seems to cause the bubbles' deformability to reduce the Reynolds shear stress.
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# Thermodynamic Effect on Rotating Cavitation in an Inducer 


#### Abstract

Cavitation in cryogenic fluids has a thermodynamic effect because of the thermal imbalance around the cavity. It improves cavitation performances in turbomachines due to the delay of cavity growth. The relationship between the thermodynamic effect and cavitation instabilities, however, is still unknown. To investigate the influence of the thermodynamic effect on rotating cavitation appeared in the turbopump inducer, we conducted experiments in which liquid nitrogen was set at different temperatures ( $74 \mathrm{~K}, 78 \mathrm{~K}$, and 83 K ) with a focus on the cavity length. At higher cavitation numbers, supersynchronous rotating cavitation occurred at the critical cavity length of $L c / h \cong 0.5$ with a weak thermodynamic effect in terms of the fluctuation of cavity length. In contrast, synchronous rotating cavitation occurred at the critical cavity length of $L c / h \cong 0.9-1.0$ at lower cavitation numbers. The critical cavitation number shifted to a lower level due to the suppression of cavity growth by the thermodynamic effect, which appeared significantly with rising liquid temperature. The unevenness of cavity length under synchronous rotating cavitation was decreased by the thermodynamic effect. Furthermore, we confirmed that the fluid force acting on the inducer notably increased under conditions of rotating cavitation, but that the amplitude of the shaft vibration depended on the degree of the unevenness of the cavity length through the thermodynamic effect. [DOI: 10.1115/1.3192135]


Keywords: thermodynamic effect, cavitating inducer, rotating cavitation, cavity length, fluid force

## 1 Introduction

In rocket engines, the turbopump inducer, which is actually a high-precision high-speed sophisticated rotating impeller, is one of the key components of a liquid propellant rocket engine. The inducer is installed upstream of the main impeller in the turbopump to achieve high suction performance. Rotating cavitation in inducers is known as one type of cavitation instability, in which an uneven cavity pattern propagates in the same direction as the rotor with a propagating speed ratio of $1.0-1.2$. Unfortunately, this rotating cavitation generates shaft vibration arising from to the increase of the unsteady lateral load on the inducer [1,2].

On the other hand, the thermodynamic effect on cavitation is a favorable phenomenon in cryogenic fluids. It suppresses the growth of a cavity, since thermal imbalance appears around the cavity due to heat transfer for evaporation. Because of this heat transfer, saturated vapor pressure in the cavity decreases and the degree of cavity growth becomes smaller than that in water without the thermodynamic effect. Therefore, cavitation performance of the inducer in cryogenic fluids is improved.

However, the relationship between the thermodynamic effect and cavitation instabilities is poorly understood. To clarify this relationship, studies using refrigerant R114, hot water, and liquid nitrogen have been conducted by Franc et al. [3], Cervone et al.

[^9][4], and Yoshida et al. [5], respectively. In the present study, we investigated the relationship between the thermodynamic effect and supersynchronous/synchronous rotating cavitation with a focus on the cavity length as an indication of cavitation. We conducted experiments with liquid nitrogen set at different temperatures ( $74 \mathrm{~K}, 78 \mathrm{~K}$, and 83 K ) in order to confirm the dependence of the thermodynamic effect on the temperature.

## 2 Experimental Facility and Apparatus

2.1 Experimental Facility. Experiments were conducted in the Cryogenic Inducer Test Facility (CITF) at Kakuda Space Center (KSC) of Japan Aerospace Exploration Agency (JAXA). Figure 1 shows a schematic of the test facility. This facility has two tanks, one upstream (run-tank) and one downstream (catch-tank), and the temperature of the liquid nitrogen can be varied by regulating the pressure in the run-tank. Thanks to this capability, liquid nitrogen set at different temperatures ( $74 \mathrm{~K}, 78 \mathrm{~K}$, and 83 K ) can be used as working fluid. Figure 2 shows the schematic diagram of the test inducer showing the installed pressure sensors and shaft displacement sensor. The inducer used in the present experiment has the same dimensions and geometric configurations as that in the previous experiment [5]. It has three blades with sweep cutback at the leading edge, its solidity is about 2.1 at the tip. The inducer is driven by an electric motor at a rotation speed of 18,300 rpm, equal to that of an actual turbopump, and the flow rate is set at $Q / Q_{d}=1.06$ ( $Q_{d}$ : designed flow rate). In the previous study [5], test flow rate was set at $Q / Q_{d}=1.00$. Only synchronous rotating cavitation was observed, but supersynchronous rotating cavitation (super-SRC) did not appear at the flow rate of $Q / Q_{d}=1.00$. In addition, thermodynamic effect had scarcely any influence on the unevenness of the cavity length under the synchronous rotating


Fig. 1 Cryogenic Inducer Test Facility of JAXA
cavitation. To the contrary, in the present experiments at the flow rate of $Q / Q_{d}=1.06$, both supersynchronous and synchronous rotating cavitation were observed. And the thermodynamic effect affects the unevenness of the cavity length under the synchronous rotating cavitation. It could even be said that the flow rate of inducer has considerable influence concerning the occurrence of supersynchronous/synchronous rotating cavitation and thermodynamic effect on them.
2.2 Experimental Apparatus. To estimate the cavitating state of the inducer indirectly, eight pressure sensors (Pos. 1-8) are installed along the blade from the leading edge to the trailing edge on the casing, as shown in Figs. 2 and 3. The sensor is a charge mode pressure sensor (PCB Piezotronics Inc., model WH113A) with high resistance to shock ( $20,000 \mathrm{~g}$ ), a wide range of the temperature for cryogenic fluid (33-477 K), linearity ( $<1 \% \mathrm{FS}$ ), and high resonance frequency ( 250 kHz ). Uncertainty in $\omega / \Omega$ (speed ratio of rotating cavitation) measured by the pressure sensors is 0.005 . The pressure sensors detect the cavitation near the blade tip, i.e., tip leakage vortex cavitation. However, sensors are unable to detect the cavitation in the backflow upstream of the inducer, i.e., backflow vortex cavitation.

The methodology to observe the cavitating state in the inducer


Fig. 2 Schematic diagram of the test inducer showing the installed pressure sensors and shaft displacement sensor


Fig. 3 Development view of the inducer showing location of pressure sensors along the inducer blade


Fig. 4 (a) Estimated cavity region under supersynchronous rotating cavitation and (b) estimated cavity region under synchronous rotating cavitation
was basically the same as that mentioned in the previous experiment [5]. When cavitation develops on the suction side of the blade at the tip, the pressure sensor shows a particular wave form in which a flat region appears at the bottom. This region extends from the suction side to the pressure side within the interblade the cavitation number decreases. The pressure of this region can be considered to be the vapor pressure due to the cavitation. Thus, we judged this domain as the cavity region.
Figure 4 is drawn by the rearrangement of the wave forms of all the sensors. The dark area in these figures shows "estimated cavity region." Using these figures at each cavitation number, the cavity length as an indication of cavitation can be observed by this indirect visualization. In a previous work [6], results of this indirect visualization using the pressure sensors agreed with the direct optical observation results in water. Uncertainty in $L c / h$ (nondimensional cavitation length) measured by these pressure sensors is 0.03 .
The shaft displacement sensor is installed at the backend of the rotor, as shown in Fig. 2. The sensor for shaft vibration should be installed near the inducer. However, there is no space around the inducer due to the limitation of the pump structure
Rotating cavitation can be divided into two patterns based on the aspect of cavity fluctuations. Figure $4(a)$ indicates the cavity behavior for typical supersynchronous rotating cavitation, and Fig. 4(b) indicates typical synchronous rotating cavitation. Unevenness of the cavity length is observed in both figures. The longer/shorter cavity propagates from blade to blade on the sequence of rotation under supersynchronous rotating cavitation in Fig. 4(a). In contrast, the cavity length on each blade is uneven but not unsteady under synchronous rotating cavitation in Fig. $4(b)$. It is steady with no propagation during the sequence of rotation.

## 3 Rotating Cavitation and Thermodynamic Effect

3.1 Rotating Cavitation. As we have already mentioned, rotating cavitation is cavitation instability and has two patterns. Figure 5 shows examples of the cavitation state under conditions of supersynchronous (Fig. 5(a)) and synchronous rotating cavitation (Fig. 5(b)) by direct optical observation in water experiments [7]. In Fig. 5(a), the unevenness of cavity length (medium, short and long) on each blade (blades 1-3) can be clearly observed. However, supersynchronous rotating cavitation is an unsteady phenomenon in which the asymmetric pattern of the cavity length propagates from blade to blade at a speed 1.1-1.2 times higher than that of inducer rotation. In contrast, the unevenness of cavity length (long, long and short) on each blade (blades 1-3) can be also observed in Fig. 5(b). Though the cavitation state in the inducer is surely "asymmetric" and "uneven," it does not change from blade to blade in rotation. From that viewpoint, synchronous


Fig. 5 (a) Photographs of supersynchronous rotating cavitation in water from Ref. [7]. (b) Photographs of synchronous rotating cavitation in water from Ref. [7].
rotating cavitation can be defined as a steady "anomalous" phenomenon. These direct optical observations in water agree with the indirect observations in liquid nitrogen shown in Figs. 4(a) and $4(b)$.
3.2 Thermodynamic Effect. The introduction of the temperature depression into the simple Rayleigh-Plesset equation for a spherical cavity yields [3]

$$
\begin{equation*}
\left[R \ddot{R}+\frac{3}{2} \dot{R}^{2}\right]+\Sigma \dot{R} \sqrt{t}=\frac{p_{v}\left(T_{\infty}\right)-p}{\rho_{l}} \tag{1}
\end{equation*}
$$

The third term on the left is the "thermal term" caused by the thermodynamic effect. Thermodynamic function $\Sigma$, which depends only on temperature $T_{\infty}$, was originally introduced by Brennen [8]. The dimension of thermodynamic function $\Sigma$ is in $\mathrm{m} / \mathrm{s}^{3 / 2}$

$$
\begin{equation*}
\Sigma\left(T_{\infty}\right)=\frac{\left(\rho_{v} L\right)^{2}}{\rho_{l}^{2} C_{p l} T_{\infty} \sqrt{\alpha_{l}}} \tag{2}
\end{equation*}
$$

Equation (1) is made nondimensional using a chord $C$, inducer tip speed $U$, pressure coefficient $C_{p}$ and cavitation number $\sigma$. The following equation is obtained (Franc et al. [3]):


Fig. 6 Variation in the thermodynamic function $\Sigma(T)$ of nitrogen and water

$$
\begin{equation*}
\left[\bar{R} \ddot{\bar{R}} \dot{+} \frac{3}{2} \dot{\bar{R}}^{2}\right]+\Sigma^{*} \dot{\bar{R}} \sqrt{\bar{t}}=-\frac{C_{p}+\sigma}{2} \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
\Sigma^{*}=\Sigma \sqrt{\frac{C}{U^{3}}} \tag{4}
\end{equation*}
$$

When the nondimensional thermodynamic parameter $\Sigma^{*}$ $=\Sigma\left(C / U^{3}\right)^{1 / 2}$ is larger, the thermodynamic effect becomes stronger and the cavity growth is suppressed. Watanabe et al. [9] analyzed the influence of nondimensional thermodynamic parameter $\Sigma^{*}$ on cavity growth and cavitation instabilities in 2D-inducers. The trend of their analyzed results agreed well with 3D-inducer results reported by Franc et al. [3].

Figure 6 shows variations in thermodynamic function $\Sigma$ for nitrogen and water against the normalized temperature $T / T_{c}$, where $T_{c}$ is the temperature of the critical point. In addition, points for experimental conditions $(74 \mathrm{~K}(\square), 78 \mathrm{~K}(\bigcirc)$, and 83 K $(\triangle))$ and water at room temperature $(300 \mathrm{~K}(\diamond))$ are also plotted in this figure. Comparisons of nondimensional thermodynamic parameter $\Sigma^{*}=\Sigma\left(C / U^{3}\right)^{1 / 2}$ of the experimental conditions are presented in Table 1. The range of $\Sigma^{*}$ is 4.3 (at 74 K )-26.6 (at 83 K ). Thus, the thermodynamic effect is expected to be larger in case of rising temperature at 83 K than that of falling temperature at 74 K .

## 4 Experimental Results

4.1 Head Coefficient and Cavity Length. We defined the length from the leading edge to the trailing edge of the estimated cavity region as the cavity length $(L c)$. In other words, the length of the dark region along the blade in Fig. 4 is the cavity length.

The diamond-shaped symbols $(\diamond)$ in Fig. 7 show variations in nondimensional cavity length $(L c / h)$ normalized by blade spacing $(h)$ for each channel of the inducer (i.e., three channels for the three-bladed inducer). The circles $(\bigcirc)$ in Fig. 7 show variations in the inducer head $\left(\psi / \psi_{0}\right)$ normalized by the reference head coefficient $\left(\psi_{0}\right)$. This figure contains results of two typical temperature conditions ( 74 K and 83 K ). In addition, the triangle-shaped

Table 1 Comparison of the thermodynamic parameter $\Sigma^{*}$

|  | Temperature <br> $(\mathrm{K})$ | Rotation $N$ <br> $(\mathrm{rpm})$ | $\Sigma$ <br> $\left(\mathrm{m} / \mathrm{s}^{3 / 2}\right)$ | $\Sigma^{*}=\Sigma\left(C / U^{3}\right)^{1 / 2}$ |
| :--- | :---: | :---: | :---: | :---: |
| Nitrogen | 74 | 18,300 | $1.4 \times 10^{+04}$ | 4.3 |
|  | 78 | 18,300 | $3.3 \times 10^{+04}$ | 10.2 |
|  | 83 | 18,300 | $8.6 \times 10^{+04}$ | 26.6 |



Fig. 7 Cavitation performances and cavity length of each channel (top), and variations in dominant frequency of shaft vibration (bottom) (uncertainty in $\psi / \psi_{0}=0.01, \sigma / \sigma_{0}=0.02$, $L c / h=0.03$, and $\omega / \Omega=0.005$ )
symbols $(\nabla, \Delta)$ in Fig. 7 show the amplitude of the fluctuating cavity length (peak to peak) under the supersynchronous rotating cavitation, and cross-shaped symbols $(\times)$ show the time-averaged cavity length.

As the cavitation number decreases, supersynchronous rotating cavitation occurs at a cavity length of about $L c / h \cong 0.5$. Cavity length fluctuates on three blades with a certain phase lag. As a result, it can be seen that unevenness of cavity length propagates in the same direction as the rotor with a speed ratio of $\omega / \Omega$ $=1.1-1.2$ analyzed by fast Fourier transform (FFT), as shown at the bottom of Fig. 7. This aspect is similar to the visualization in the photographs in Fig. 5(a). Meanwhile, the averaged cavity length increases with decreasing cavitation number. The occurrence range of supersynchronous rotating cavitation at 83 K shifts
only a few cavitation numbers lower than that at 74 K due to the thermodynamic effect. The amplitude of cavity fluctuation and propagation speed ratio of the condition at 83 K are almost the same as those at 74 K . Watanabe et al. [9] analyzed the rotating cavitation using the singularity method with Kato's heat transfer model [10]. They reported that the propagation speed ratio of supersynchronous rotating cavitation becomes smaller due to the thermodynamic effect. On the other hand, Zoladz [11] observed from the comparison between the experimental results in liquid oxygen and in water that the thermodynamic effect affects the normalized amplitude of pressure fluctuations caused by rotating cavitation (which becomes larger in liquid oxygen than in water), but it does not affect the frequency of rotational speed of the cavity. Unfortunately, a full explanation of the difference between the present results and Watanabe's analytical results/Zoladz's experimental results has not been obtained in the present experiments. In order to explain, an extension of the experiment is underway in liquid nitrogen at several temperatures and flow rates.
In contrast, synchronous rotating cavitations occur at cavity length of $L c / h \cong 0.9$ at 74 K and $L c / h \cong 1.0$ at 83 K , and disappears at a cavity length of $L c / h \cong 1.5$ in both temperature conditions. Under synchronous rotating cavitation, unevenness of the cavity length is manifested as three lengths (short, medium (or long), and long), similar to the photographs in Fig. 5(b). The degree of unevenness of the condition at 83 K is considerably less than that at 74 K , and beginning/closing cavitation numbers of synchronous rotating cavitation at 83 K shift to a lower point than those at 74 K due to the thermodynamic effect.
In addition, the circles $(\mathrm{O})$ in Fig. 7 show the variations in the inducer head. Within the range of the occurrence of supersynchronous rotating cavitation, the inducer head has no effect on this cavitation instability. However, the inducer head temporarily decreases within the range of the occurrence of synchronous rotating cavitation only at the condition of 74 K . After breaking away from the synchronous rotating cavitation, cavity lengths become completely equal near $L c / h=1.5$. Hereupon, inducer head drop begins to gradually occur for both temperature conditions, and the head drop is nearly equal at the same cavity length. This means that the inducer head is strongly dependent only on the cavity length. Fur-


Fig. 8 (a) Fluctuations of cavity lengths for each channel in the case of supersynchronous rotating cavitation (left: 74 K , right: 83 K ) (uncertainty in $L c / h=0.03$ ) and (b) fluctuations of cavity lengths for each channel in the case of synchronous rotating cavitation (left: 74 K , right: 83 K ) (uncertainty in $L c / h=0.03$ )


Fig. 9 Influence of temperature on cavity length and the region where the rotating cavitations occurs at $74 \mathrm{~K}, 78 \mathrm{~K}$, and 83 K (uncertainty in $\sigma / \sigma_{0}=0.02$ and $L c / h=0.03$ )
thermore, as mentioned above, the onset of cavitation instability is also governed only by the cavity length through the liquid temperature, namely, the degree of the thermodynamic effect.
4.2 Behavior of Supersynchronous/Synchronous Rotating Cavitation. Figure 8 shows the fluctuations of the cavity length in each channel during supersynchronous (Fig. 8(a))/synchronous (Fig. 8(b)) rotating cavitation against the inducer rotation. For supersynchronous rotating cavitation in Fig. 8(a), the cavity length fluctuates within $L c / h=0.4-1.2$ with $2 \pi / 3$ phase difference. The cavity propagates from blade 3 to blade 2 , and finally to blade 1. After about eight rotations, the uneven pattern of cavity returns to the same situation. This means that the cavity propagates forward with a propagation speed ratio $\omega / \Omega=1.13$. This result agrees with the FFT analysis of the measurement of pressure fluctuations in Fig. 7. Comparing the conditions at 74 K and 83 K , not much difference between the behavior of the cavity fluctuation and that of the oscillating frequency is observed. From these results, it is inferred that the thermodynamic effect does not affect the behavior of cavity fluctuation during supersynchronous rotating cavitation at the higher cavitation numbers.

On the other hand, Fig. $8(b)$ shows that the cavity length for each channel exhibits breaking symmetry, such as supersynchronous rotating cavitation, but that unevenness is manifested against the inducer rotation during synchronous rotating cavitation. The cavity length of each channel is relatively steady. However, the differences in the unevenness of the cavity lengths (short, medium (or long), and long) are found between liquid temperatures of 74 K and 83 K . Although the unevenness of cavity length at 74 K is large, i.e., $L c / h=0.5,1.5$, and 1.7 , that at 83 K is considerably small, i.e., $L c / h=1.1,1.3$, and 1.5. Thus, it is considered that the behavior of synchronous rotating cavitation at lower cavitation numbers is greatly affected by the thermodynamic effect. Although the averaged cavity length under the supersynchronous rotating cavitation is shorter than the blade spacing, i.e., $L c / h$ $<1.0$, and the longer cavity lengths under the synchronous rotating cavitation are longer than the blade spacing, i.e., $L c / h>1.0$. On the other hand, we have observed in the previous work with another inducer [6] that the temperature depression increases rapidly when the cavity length, $L c / h$, becomes longer than 1.1. When we consider a thermal time for heat transfer, a transit time, $\tau$ $\equiv L c / U$, is appropriate for a simple parameter, which indicates the interval from the bubble inception to the collapse. As the cavity length in synchronous rotating cavitation is longer than that in supersynchronous rotating cavitation, the transit time ( $\tau=L c / U$ ) of synchronous rotating cavitation is considerably longer than that of supersynchronous rotating cavitation. Thus, it seems that the amplitude to thermodynamic effect depends on the thermal time




Fig. 10 (a) Variations in cavity length (top), fluid force (top), and shaft vibration (bottom) for 74 K (uncertainty in $\sigma / \sigma_{0}$ $=0.02, L c / h=0.03$, and $F / F_{\text {ref }}=0.03$ ) and (b) variations in cavity length (top), fluid force (top), and shaft vibration (bottom) for 83 K (uncertainty in $\sigma / \sigma_{0}=0.02, L c / h=0.03$, and $F / F_{\text {ref }}=0.03$ )
becomes larger in synchronous rotating cavitation than that in supersynchronous rotating cavitation. It might be the reason why the behavior of synchronous rotating cavitation at lower cavitation numbers is greatly affected by the thermodynamic effect.
It is remarked that thermodynamic effect on cavity unevenness under synchronous rotating cavitation was not prominent in the previous experiments at flow rate $Q / Q_{d}=1.00$ [5], although that is considerable large in the present experiments at flow rate $Q / Q_{d}$ $=1.06$. When the flow rate decreases in the inducer, the tip leakage vortex cavitation increases due to the enlargement of the incidence angle. Also, vortex cavitation in the backflow upstream of the inducer becomes stronger due to the increase in the circulation at the inducer inlet [12]. These two vortex cavitations interact complexly on each other, and turbulence becomes stronger. Thus, it could be said that the change in these cavitation aspects through the decrease in flow rate has the sever influence on the degree of thermodynamic effect.


74 K (a) $\quad\left(\sigma / \sigma_{0} \cong 0.72-0.69\right)$


74 K
(b) $\quad\left(\sigma / \sigma_{0} \cong 0.54-0.46\right)$


$$
\begin{gathered}
83 \mathrm{~K} \\
\left(\sigma / \sigma_{0} \cong 0.65-0.60\right)
\end{gathered}
$$



83 K
$\left(\sigma / \sigma_{0} \cong 0.49-0.40\right)$

Fig. 11 (a) Instant vector orbits of fluid force under typical supersynchronous rotating cavitation at 74 K and 83 K (uncertainty in $F / F_{\text {ref }}=0.03$ ) and (b) time-averaged vector orbits of fluid force during synchronous rotating cavitation at 74 K and 83 K (uncertainty in $F / F_{\text {ref }}=0.03$ )

## 5 Discussions

5.1 Liquid Temperature and Cavity Length. Figure 9 shows the relationships between the temperature of liquid nitrogen ( $74 \mathrm{~K}, 78 \mathrm{~K}$, and 83 K ) and the region of cavitation number where rotating cavitation occurs, and the cavitation number at a given cavity length. This figure indicates the dependence of cavitation number at the occurrence of the rotating cavitations (supersynchronous rotating cavitation and synchronous rotating cavitation) and at the given longer cavity length ( $L c / h=1.6,1.7,1.8$, and $30 \%$ head break) on the temperature. From this figure, it can be seen that the cavitation number at the onset of rotating cavitation and a given cavity length become smaller with the increase in the temperature of liquid nitrogen, since the thermodynamic effect is strengthened due to the increase in temperature. In addition, focusing on one cavity length, the difference of cavitation number for three temperatures tends to become smaller with falling temperature. It is considered that the temperature depression in the cavity (i.e., thermodynamic effect) decreases with decreasing ther-
modynamic function $\Sigma(\mathrm{T})$, and is restricted physically when it approaches the temperature ( 63.1 K ) of triple point of nitrogen [6,13].
5.2 Fluid Force and Shaft Vibration. Figure 10 shows the variation in cavity length ( $L c / h$ ), indications of fluid force ( $F / F_{\text {ref }}$ ) (top), and the component of the supersynchronous (superSRC, $\omega / \Omega=1.1-1.2$ )/synchronous (SRC, $\omega / \Omega=1.0$ ) shaft vibration (bottom) detected by the displacement sensors, for two temperatures 74 K (Fig. 10(a)) and 83 K (Fig. 10(b)). Fluid force was estimated by integrating the pressure distributions around the inducer casing. This estimated force is only an indication to evaluate the degree of fluid force acting on the inducer. The figure shows that the fluid force increases significantly during supersynchronous/synchronous rotating cavitation. Moreover, it can be found that the shaft vibrations are clearly amplified because of the action of the fluid force caused by supersynchronous/ synchronous rotating cavitation. Thus, it has been considered that
the unbalanced fluid force caused by the rotating cavitation has a strong influence on the rotor dynamics in turbopumps [1,2,14].

Figure 11 presents the orbit of the fluid force vector under the typical supersynchronous rotating cavitations (Fig. 11(a)) and during the synchronous rotating cavitations (Fig. 11(b)) on the rotating coordinate. From this figure, the directions of instant force vectors under supersynchronous rotating cavitation are seen to change. The orbit of the force vector is exactly traced on an equilateral triangle due to the three blades. The degree of the equilateral triangle at 74 K (Fig. 11(a) left) is almost the same as that at 83 K (Fig. 11(b) right), and the component of the supersynchronous shaft vibration $(\omega / \Omega=1.1-1.2)$ at 74 K (Fig. $10(a))$ is also the same as that at 83 K (Fig. 10(b)). From these results, it can be concluded that there is no thermodynamic effect on the degree of supersynchronous shaft vibration, in which the averaged cavity length does not reach at the throat $((L c / h<1.0)$.

In contrast, the orbit of the time-averaged force vector during synchronous rotating cavitation shows the increase in a certain direction. However, the fluid force at 83 K (Fig. 11(b) right) is less than that at 74 K (Fig. 11(b) left), and the component of the synchronous shaft vibration $(\omega / \Omega=1.0)$ at $83 \mathrm{~K}($ Fig. $10(b))$ is also less than that at 74 K (Fig. 10(a)), respectively. Thus, it is considered that the thermodynamic effect on cavitation suppresses the synchronous shaft vibration through the decrease in the unevenness of the cavity length during the synchronous rotating cavitation. It could even be said that the thermodynamic effect on cavitation has not only a "thermal damping effect on the cavity growth," but also a "thermal damping effect on the shaft vibration" through the suppression of the cavitation instability at lower cavitation numbers, in which the cavity length extends over the throat ( $L c / h>1.0$ ).

## 6 Conclusions

By experiments with liquid nitrogen set at different temperatures and considerations based on the cavity length as an indication of cavitation, the following points were clarified.
(1) Rotating cavitation occurs at the same cavity length independent of temperature. The critical cavity length at the onset of supersynchronous rotating cavitation was $L c / h$ $\cong 0.5$, and that at the onset of synchronous rotating cavitation was $L c / h \cong 0.9-1.0$ in the present inducer.
(2) The thermodynamic effect suppresses the growth of cavity length. Growth of the cavity is distinctly suppressed with increasing liquid temperature.
(3) Due to the above, the thermodynamic effect shifts the critical cavitation number of the rotating cavitations lower.
(4) The differences in the behavior of the cavity fluctuation and oscillating frequency under supersynchronous rotating cavitation were not prominent at any of temperatures.
(5) However, unevenness of the cavity length under synchronous rotating cavitation was greatly affected by the thermodynamic effect in the present experiments of flow rate $Q / Q_{d}=1.06$.
(6) The favorable thermodynamic effect on cavitation instability becomes greater when the cavity length extends over the throat at lower cavitation numbers.
(7) The fluid force acting on the inducer significantly increases under supersynchronous/synchronous rotating cavitation. The thermodynamic effect influences considerably the unevenness of the cavity length under synchronous rotating cavitation. Therefore, synchronous shaft vibration under synchronous rotating cavitation is much affected by the temperature of working fluid.
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## Nomenclature

$C=$ chord of inducer
$C_{p}=$ pressure coefficient
$C_{p l}=$ specific heat of liquid
$F=$ fluid force
$F_{\text {ref }}=$ reference value of fluid force
$h=$ blade spacing
$L=$ latent heat
$L c=$ cavity length
$p=$ pressure
$p_{v}=$ vapor pressure
$R=$ radius of bubble
$T_{c}=$ critical temperature
$T_{\infty}=$ ambient temperature
$t=$ time
$U=$ tip velocity of inducer
$\alpha_{l}=$ thermal diffusivity of liquid
$\rho_{v}=$ vapor density
$\rho_{l}=$ liquid density
$\Sigma=$ thermodynamic function defined by Eq. (2)
$\Sigma^{*}=$ nondimensional thermodynamic parameter by Eq. (4)
$\sigma=$ cavitation number
$\sigma_{0}=$ reference value of cavitation number (upper limit of cavitation number in the present experiment)
$\tau=$ transit time $(=L c / U)$
$\psi=$ head coefficient
$\psi_{0}=$ reference value of head coefficient
$\Omega=$ angular velocity of rotor
$\omega=$ angular velocity of rotating cavitation
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# Transition of Bubbly Flow in Vertical Tubes: New Criteria Through CFD Simulation 


#### Abstract

The two fluid model is used to simulate upward gas-liquid bubbly flow through a vertical conduit. Coalescence and breakup of bubbles have been accounted for by embedding the population balance technique in the two fluid model. The simulation enables one to track the axial development of the voidage pattern and the distribution of the bubbles. Thereby it has been possible to propose a new criterion for the transition from bubbly to slug flow regime. The transition criteria depend on (i) the breakage and coalescence frequency, (ii) the bubble volume count below and above the bubble size introduced at the inlet, and (iii) the bubble count histogram. The prediction based on the present criteria exhibits excellent agreement with the experimental data. It has also been possible to simulate the transition from bubbly to dispersed bubbly flow at a high liquid flow rate using the same model. [DOI: 10.1115/1.3203205]
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## 1 Introduction

Bubbly flow may be defined as a typical two phase flow pattern where a gaseous phase is dispersed in a liquid phase in the form of spherical, oblate spheroid, and small cap bubbles. Though bubbly flow often exhibits an apparently homogeneous structure, the hydrodynamics is sufficiently complex due to different velocities of two phases and dynamic processes such as coalescence and break up of bubbles.

There are numerous examples of bubbly flow covering a diverse range of applications. Chemical and biotechnological processes, operations for environmental pollution control, power generation, and cooling are only a few examples of such flow. Particularly in process applications, bubbly flow is often desirable as it is characterized by a thorough mixing of the dispersed phase in the carrier fluid. The large interface also provides improved rate of reaction and mass transfer. During gas-liquid two phase flow through a pipe line, bubbly flow is one of the common flow regimes, which may occur both in adiabatic and nonadiabatic situations. The designer should not only require the knowledge of the hydrodynamics, he should also have an adequate idea regarding the operating range of bubbly flow depending on the process parameters, flow geometry, and fluid properties.

Over the decades, untiring efforts have been made for the simulation of bubbly flow. Initially a homogeneous equilibrium model (HEM) was used in an attempt to treat bubbly flow as a single fluid whose properties were determined through different averaging rules. Drift flux model [1] can be considered as the next higher level model where the importance of slip between the phases was recognized. Various modifications [2-4] of this model have been proposed time to time in order to make it applicable for complex systems.

As the properties of the two phases are widely different and the slip between the phases could be considerable, it was appreciated that separate set of conservation equations are required for each of the phases. Additionally, the interaction between the phases also needs to be modeled. This gave rise to the methodology of the two

[^10]fluid model [5]. There have been many variations of this technique. An important idealization has been made by the researchers particularly for the cases when one phase is thoroughly dispersed in the other. This is known as interpenetrating continua or mixed continua [6]. According to the hypothesis of the interpenetrating continua, both the phases are simultaneously present at each and every point of the computational domain, while their influence on the hydrodynamics and the transport processes is given by the local phase fraction.

In multiphase flow, the phase distribution changes both with time and space even if the input and the operating conditions are kept invariant. Though the two fluid model is a considerable success toward the modeling of multiphase flow, it needs augmentation to take care of the variable phase distribution. Several methodologies have been suggested for this. The interfacial area transport equation was suggested by Ishii [7]. In 1998 Wu et al. [8] developed one grouped interfacial area transport equation for spherical bubbly flow pattern. Further, it is realized that the shape of the bubbles distorts during motion causing a change in the drag force and the fluid particle interaction mechanisms. Two-group (spherical/distorted bubble and cap/churn turbulent bubble) area transport equation was developed [9] to circumvent this.

An alternate approach of simulation through population balance model (PBM) [10] has also been adopted. PBM essentially considers the secondary phase as the assemblage of discrete class or subgroup having different characteristics lengths. Additionally, PBM can meticulously track the birth and death of the members of these subgroups. Various methodologies, such as method of discrete classes [10], quadrature method of moments [11], least square methods [12], etc., have been developed to implement PBM numerically.

As this model has a wide applicability with significant accuracy, a number of researchers [5,8,13] have adopted the technique for the simulation of bubbly flow with different modifications. Chen et al. [14] showed the applicability of the model in case of bubble columns of different diameters. Similarly, Yeoh and Tu [15] and Cheung et al. [16] solved the population balance equation along with the two fluid model using the method of discrete classes [10] for pipe flow. An extensive review of the works related to population balance modeling for bubbly flows in the bubble column can be found in Ref. [17], while Krepper et al. [18] reviewed the work for pipe flow.

Furthermore, for a better prediction of the assemblage of different sized entity multiple-sized group models (MUSIGs) has also been tried by different researchers [18-20]. In these models, different groups (based on size) of bubbles are assumed to have different velocities. A separate set of conservation equations are solved for each group of the bubbles, considering each one of them as one distinct continuum. However, the increase in computation time and the need for a large number of closure relationships cannot be overlooked in this type of simulations.
Efforts have also been made to directly solve the two phase interacting momentum balance equation by using sufficiently fine grids and smaller time steps in the problem domain. Esmaelli and Tryggvason [21] applied "direct numerical simulation" (DNS) for laminar bubbly flow in a vertical channel. After that, continuous efforts [22-24] have been made to improve the numerical scheme for a better prediction. Nevertheless, due to the volume of computations involved, only small systems with fewer complexities can be modeled at present [25]. As a consequence, models based on averaging (both in time and space), such as the two fluid model, are very important for simulating problems of practical importance.

It is clear from the available literature that the application of a two fluid model along with PBM or interfacial area transport equation has produced reasonable success in the prediction of bubbly flow. However, to date not much effort has been made to predict the transition of cocurrent bubbly flow through a circular conduit using computational fluid dynamics (CFD). On the other hand, CFD is rigorously used by researchers [26-29] to determine the transition of homogeneous to heterogeneous regime for bubble column reactors. This motivated us for the numerical investigations of transition regimes of bubbly flow situations. Bubbly flow through a vertical tube is bound by two neighboring flow regimes. At the low and moderate liquid flow rate, bubbly flow transforms into slug flow with the increase in air flow rate, whereas transition from bubbly to dispersed bubbly flow is observed at high liquid flow rates [30]. Classically, these transition criteria have been derived from the control volume approach using a number of simplifying assumptions [31,32]. From these criteria of transition are predicted based on the phase superficial velocities without taking other process parameters (such as tube diameter, inlet bubble size distribution, etc.) into cognition. Furthermore, a considerable variation has been reported in the transition boundaries observed in different experiments. This has motivated the present work to apply CFD technique to identify the suitable transition criteria, which are rigorously based on hydrodynamics. The bubbly flow has been simulated using the two fluid model along with the population balance technique. Though the basic structure of the model has been retained, a few important modifications have been made to simplify the computation and to improve the simulation. The model simulation has been used to investigate the dynamic development of coalescence and to break up processes along the axial direction. This has been studied noting the breakage and coalescence frequency, bubble volume account below and above the bubble size at the inlet, and bubble count histogram. It has been possible to propose unique transition criteria from bubbly to slug flow. The transition boundary predicted by the present model matches very well with the experimental data. Finally, the present model has been extended to the zone of high liquid flow rate to predict the transition to dispersed bubbly flow. Experimentally observed bubbly to dispersed bubbly transition is predicted satisfactorily.
1.1 Model Development. Figure 1 depicts the typical up flow of gas-liquid mixture with low superficial velocities, where the lighter phase is dispersed in the form of bubbles of different sizes in a round vertical conduit. The constitutive equations of each phase are developed based on the volume average properties of the phase. The total population of bubbles is discretized into subgroups based on volume to avoid intermediate bubble generation during coalescence. In the present model each group of bubbles


Fig. 1 Schematic representation of bubbly flow
has its characteristic length and occupies a fixed space at any instant. At any location, the number of bubbles in each group can be individually estimated considering their breakage and coalescence with other bubbles.
A Eulerian technique, known as the two fluid model [33], has been used for simulating the hydrodynamics. In this model, two competing phases are considered as interpenetrating continua by introducing the instantaneous phase fraction $\alpha_{i}$. The approach gives the freedom to use coarser nodes and longer time steps compared with the Eulerian-Lagrangian approach.

Isothermal bubbly flow in the absence of any phase change can be described by the conservation of mass and momentum in each of the phases. Furthermore, cocurrent vertical upflow can be considered to be axisymmetric. The conservation equations in the $r-z$ coordinate system are given below based on the formalism of two fluid model.

For continuity equation,

$$
\begin{equation*}
\frac{\partial}{\partial t}\left[\rho_{i} \alpha_{i}\right]+\frac{1}{r} \frac{\partial}{\partial r}\left[r \rho_{i} \alpha_{i} u_{i}\right]+\frac{\partial}{\partial z}\left[\rho_{i} \alpha_{i} w_{i}\right]=0 \tag{1}
\end{equation*}
$$

For $r$ momentum,

$$
\begin{align*}
& \frac{\partial}{\partial t}\left[\rho_{i} \alpha_{i} u_{i}\right]+\frac{\partial}{\partial r}\left[\rho_{i} \alpha_{i} u_{i}^{2}\right]+\frac{\partial}{\partial z}\left[\rho_{i} \alpha_{i} u_{i} w_{i}\right]=-\alpha_{i} \frac{\partial P}{\partial r}+\alpha_{i} \rho_{i} g_{r} \\
& \quad+\mu_{i} \frac{\partial^{2}}{\partial r^{2}}\left(\alpha_{i} u_{i}\right)+\frac{\mu_{i} \alpha_{i} u_{i}}{r^{2}}+\frac{\mu_{i}}{r} \frac{\partial}{\partial r}\left(\alpha_{i} u_{i}\right)+\mu_{i} \frac{\partial^{2}}{\partial z^{2}}\left(\alpha_{i} u_{i}\right) \\
& \quad-F_{W i r} \mp F_{L G r} \pm F_{\mathrm{dispr}} \tag{2}
\end{align*}
$$

For $z$ momentum,

$$
\begin{align*}
& \frac{\partial}{\partial t}\left[\rho_{i} \alpha_{i} w_{i}\right]+\frac{\partial}{\partial r}\left[\rho_{i} \alpha_{i} u_{i} w_{i}\right]+\frac{\partial}{\partial z}\left[\rho_{i} \alpha_{i} w_{i}^{2}\right]=-\alpha_{i} \frac{\partial P}{\partial z}+\alpha_{i} \rho_{i} g_{z} \\
& \quad+\mu_{i} \frac{\partial^{2}}{\partial r^{2}}\left(\alpha_{i} w_{i}\right)+\frac{\mu_{i}}{r} \frac{\partial}{\partial r}\left(\alpha_{i} w_{i}\right)+\mu_{i} \frac{\partial^{2}}{\partial z^{2}}\left(\alpha_{i} w_{i}\right) \\
& \quad-F_{W i z} \mp F_{L G z} \pm F_{\mathrm{dispz}} \tag{3}
\end{align*}
$$

Here $i=l$ stands for liquid phase, and $i=g$ stands for gas phase. $P$ is assumed as the average pressure of the mixture, and it can be evaluated using the equation of state in the following manner:

$$
\begin{equation*}
P=\left(\rho_{l} \alpha_{l}+\rho_{g} \alpha_{g}\right) R T \tag{4}
\end{equation*}
$$

Constitutive relationships for the force terms used in the momentum equations are selected from the published literature. As the generic nature of the radial and axial forces is the same, directions of the forces are omitted in the respective equations (Eqs. (5)-(10)). For the vector quantities associated with the forces, we
have used their nondirectional forms by putting a bar over the symbols of the respective vectors. For the directional equation of the forces the quantities under the bar will be substituted by the respective directional form of the vectors.
$F_{L G}$ is the interfacial drag force that can be expressed as [34]

$$
\begin{equation*}
\overline{F_{L G}}=\frac{2 C_{F L}}{D} \sqrt{\alpha} \rho_{g}\left(\overline{u_{g}}-\overline{u_{l}}\right)\left|\overline{u_{g}}-\bar{u}_{l}\right|+\frac{\alpha}{2} \rho_{l} \overline{u_{g}} \frac{\partial}{\partial r}\left(\overline{u_{g}}-\overline{u_{l}}\right) \tag{5}
\end{equation*}
$$

The first term of the force represents the drag force, and the second term is the apparent mass force due to the change in kinetic energy induced by the bubble motion in the liquid.

In the above expression $C_{F L}$ is the interfacial friction factor and is given by

$$
\begin{equation*}
C_{F L}=C_{D} \sqrt{\alpha}(1-\alpha)^{-1.7} \frac{\rho_{l}}{\rho_{g}} \frac{D}{D_{B}} \tag{6}
\end{equation*}
$$

$C_{D}$ is drag coefficient for a single bubble, and $D_{B}$ is average bubble diameter at a particular location. This is determined through the population balance technique and constitutes one of the interfaces between the two fluid model and population balance technique.

Based on Chisholm's [35] correlation wall liquid friction force $F_{\mathrm{WL}}$ (Eqs. (2) and (3)) can be expressed as

$$
\begin{equation*}
F_{W l}=\left[1+\left(Y_{c}^{2}-1\right)\left(B\left(X_{c}\left(1-X_{c}\right)\right)^{(2-n) / 2}+X_{c}^{2-n}\right)\right] \Delta P_{L 0} \tag{7}
\end{equation*}
$$

Here, $\Delta P_{L 0}$ is the single phase pressure drop due to friction and $n=0.25$ for air water system. In Eq. (7) the empirical constant $B$ is dependent on the fluid pair associated. It can be calculated as follows:

$$
\begin{equation*}
B=\frac{C Y_{c}-2^{2-n}+2}{Y_{c}^{2}-1} \tag{8}
\end{equation*}
$$

where

$$
C=\frac{\overline{u_{l}}}{\overline{u_{g}}} \sqrt{\frac{\rho_{l}}{\rho_{g}}}\left(1-\frac{\bar{u}_{g}^{2} \rho_{g}}{\bar{u}_{l}^{2} \rho_{l}}\right)
$$

For various combinations of superficial velocities within the reported range, it varies between 11,000 and 14,000 for air water combination. For calculation of the values of $B$ in the present model, an average of the possible values of $B$ has been considered, which came out near to $12,500 . X_{c}$ and $Y_{c}$ can be expressed as follows:

$$
\begin{equation*}
X_{c}=\frac{1}{1+\frac{1-\alpha}{\alpha} \frac{\rho_{l}}{\rho_{g}} \frac{\overline{u_{l}}}{\overline{u_{g}}}} \quad \text { and } \quad Y_{c}=\left(\frac{f_{G 0} \rho_{l}}{f_{L 0} \rho_{g}}\right)^{0.5} \tag{9}
\end{equation*}
$$

The wall friction factor for the gaseous phase is also calculated using Eq. (7) after employing the gaseous phase frictional pressure drop $\left(\Delta P_{G 0}\right)$ as the multiplier in place of $\Delta P_{L 0}$.

The turbulent dispersion force of gaseous phase is considered in the form of Favre averaged variables [36]

$$
\begin{equation*}
F_{\mathrm{disp}}=C_{\mathrm{TD}} C_{D} \frac{\gamma_{t g}}{\mathrm{Sc}_{t g}}\left[\frac{\nabla \alpha_{l}}{\alpha_{l}}-\frac{\nabla \alpha_{g}}{\alpha_{g}}\right] \tag{10}
\end{equation*}
$$

$C_{\mathrm{TD}}$ and $C_{D}$ are the turbulent dispersion force coefficient and the drag force coefficient for a single bubble. $C_{\mathrm{TD}}$ is taken as 1.0 in the present simulation. $\gamma_{t g}$ is the turbulence kinetic viscosity, and $\mathrm{Sc}_{t g}$ is the turbulent Schmidt number of the gaseous phase.

A population balance [37] has been incorporated in the present model to keep account of bubble evolution in the bulk of continuous phase due to coalescence and breakup. As a result of these processes, bubbles of new groups may appear (birth) and those of existing groups may disappear (death). Accordingly, the population balance can be obtained in terms of the birth and death rate

a. Breakage



Thinning of film


Rupture of film
b. Coalescence

Fig. 2 Steps of the breakage and coalescence process

$$
\begin{align*}
& \frac{\partial n(r, z, t ; d)}{\partial t}+u_{g} \frac{\partial n(r, z, t ; d)}{\partial r}+w_{g} \frac{\partial n(r, z, t ; d)}{\partial z}=B_{B}(r, z, t ; d) \\
& \quad-D_{B}(r, z, t ; d)+B_{C}(r, z, t ; d)-D_{C}(r, z, t ; d) \tag{11}
\end{align*}
$$

In the present model, the entire population of bubble is discretized into different subgroups of equal volume interval. Each subgroup has its own span of bubble characteristic length. The mean of this span is considered to be the pivotal length scale associated with the subgroup. As the bubbles are equispaced in volume, a newly born bubble during coalescence explicitly falls in one of the subgroup nodes. This exactly satisfies the conservation of bubble volume. On the other hand, during breakage the daughter bubbles may not have a size corresponding to the pivotal length scale. Such bubbles are distributed among the neighboring subgroups, keeping the bubble mass and number fixed. Nucleation of new bubbles, evaporation, condensation, shrinkage, and elongation are not considered in the present model. Present model only recognizes the appearance of newly born bubbles and the disappearance of the extinct bubbles due to dynamic interactions in a fixed control volume. However, their redistribution is considered to be random and solely guided by the advection of two phase mixture. Furthermore, only binary coalescence and binary breakage of the bubbles are considered.

Collision with turbulent eddies are considered as the mechanism of breakup and is schematically shown in Fig. 2(a). Breakage of a bubble is possible only when the turbulence kinetic energy of the striking eddy supersedes the effect of surface energy of the interacting bubble [38]. This leads to the surface rupture of the bubbles and the formation of daughter bubbles. Moreover, breakup occurs when an eddy of size comparable to the bubble characteristic length collides with it. If the eddy size is larger than the bubble characteristic length, collision between them is unable to make any craters on the bubble. Thus, in Fig. 2(a) only eddies denoted by 1,2 , and 3 are effective for the breakup process. The size of the daughter bubbles due to breakage depends on the strength of the eddies [39], which, in turn, depend on the local hydrodynamics.

Birth and death of bubbles due to the breakup process can be calculated as follows:

$$
\begin{align*}
B_{B}(r, z, t ; d)= & \int_{d}^{\infty} \eta\left(d^{\prime}-d, d\right) \nu\left(d^{\prime}\right) g\left(d^{\prime}\right) n\left(r, z, t ; d^{\prime}\right) \mathrm{d} d^{\prime}  \tag{12}\\
& D_{B}(r, z, t ; d)=n(r, z, t ; d) g(d) \tag{13}
\end{align*}
$$

Based on the model proposed by Kostoglou and Karabelas [40] bubble breakup frequency can be expressed as

$$
\begin{align*}
g(d)= & k(1-\alpha) \\
& \times\left(\frac{\varepsilon}{d^{2}}\right)^{1 / 3} \int_{0}^{1} \int_{\xi_{\min }}^{1} \frac{(1+\xi)^{2}}{\xi^{11 / 3}} e^{\left(-\left(12 c_{1} \sigma\right) /\left(2.04 \rho_{c} \varepsilon^{2 / 3} d^{5 / 3} \xi^{11 / 3}\right)\right)} d \xi d f_{v} \tag{14}
\end{align*}
$$

Here $f_{v}$ is the ratio of the volume of mother and daughter bubbles, and $\varepsilon$ is the energy dissipation rate per unit mass. $\varepsilon$ can be written in the following fashion [41], in terms of pipe diameter $(D)$ and mixture velocity $\left(U_{m}\right)$ :

$$
\begin{equation*}
\varepsilon=\frac{f_{v} U_{m}^{3}}{2 D} \tag{15}
\end{equation*}
$$

$U_{m}$ is calculated as follows:

$$
\begin{equation*}
U_{m}=\sqrt{\left(u_{g}^{2}+w_{g}^{2}\right)^{2}}+\sqrt{\left(u_{l}^{2}+w_{l}^{2}\right)^{2}} \tag{16}
\end{equation*}
$$

$C_{1}$ is an empirical constant and can be expressed in terms of $f_{v}$ as follows:

$$
\begin{equation*}
C_{1}=f_{v}^{2 / 3}+\left(1-f_{v}\right)^{2 / 3}-1 \tag{17}
\end{equation*}
$$

$\xi_{\text {min }}$ is the nondimensional minimum daughter bubble size that can be obtained from the Kolmogroff microscale, as described by Tsouris and Tavlarides [42].

The minimum size of the bubble that can be fragmented by a colliding eddy of strength $\varepsilon$ is calculated as follows using the conjecture of Troshko and Zdravistch [43]:

$$
\begin{equation*}
d_{\min }=1.15 \frac{\sigma^{3 / 5}}{\rho_{l}^{3 / 5} \varepsilon^{2 / 5}} \tag{18}
\end{equation*}
$$

For bubbles of size larger than a critical value, instantaneous break up may take place because of the instability of the gasliquid interface. According to Carrica and Clausse [44] the probability is given by

$$
\begin{equation*}
g(d)=b^{*} \frac{\left(d-d_{c}\right)^{m}}{\left(d-d_{c}\right)^{m}+d_{c}^{m}} \tag{19}
\end{equation*}
$$

where $d_{c}$ is the critical bubble diameter, set as 27 mm , and $b^{*}$ and $m$ are model parameters set as $100 \mathrm{~s}^{-1}$ and 6.0, respectively [44].

Daughter distribution probability $\eta\left(d_{1}, d_{2}\right)$ proposed by Kostoglou and Karabelas [45] is used in the present model.

$$
\begin{equation*}
\eta\left(d_{1}, d_{2}\right)=\left(\frac{1}{\frac{d_{1}}{d_{2}}+a}+\frac{1}{1-\frac{d_{1}}{d_{2}}+b}+\frac{2(z-1)}{b+0.5}\right) \frac{6 I}{\pi d_{2}^{3}} \tag{20}
\end{equation*}
$$

where $I$ is the normalization coefficient and is expressed as

$$
I=\frac{0.5}{\ln (1+a)-\ln (b)+\frac{z-1}{b+0.5}} \quad \text { and } \quad z=\frac{a}{4 b(1+b)(1-a)}
$$

$a$ and $b$ are parameters that define the shape of the daughter drop size distribution function. In the present model, the values $a$ $=0.1$ and $b=1$ [45] are used that signifies " $U$ " shaped bubble size distribution.

For coalescence of bubbles to occur in the turbulent flow field of a gas-liquid mixture, the bubbles must first collide with each other and then remain in contact for sufficient time so that the processes of liquid film drainage, film rupture, and finally coalescence may occur. After the collision between two bubbles, a successful coalescence through film rupture is depicted in Fig. 2(b). The following expressions can be taken for the birth and death due to coalescence process, respectively

$$
\begin{equation*}
B_{C}(r, z, t ; d)=\frac{1}{2} \int_{0}^{v(d) / 2} \lambda\left(d_{v-v^{\prime}}, d_{v^{\prime}}\right) n\left(r, z, t ; d_{v-v^{\prime}}\right) n\left(r, z, t ; d_{v^{\prime}}\right) \mathrm{d} v^{\prime} \tag{21}
\end{equation*}
$$

$$
\begin{equation*}
D_{C}(r, z, t ; d)=n\left(r, z, t ; d_{v}\right) \int_{0}^{\infty} \lambda\left(d_{v}, d_{v^{\prime}}\right) n\left(r, z, t ; d_{v^{\prime}}\right) \mathrm{d} v^{\prime} \tag{22}
\end{equation*}
$$

Binary coalescence of two equal sized bubbles generates a daughter bubble having 1.26 times diameter of its parents. Therefore, two bubbles having the dimension greater than 0.8 D ( D is tube diameter) will result a coalesced bubble of diameter greater than D. This obviously goes beyond the computational domain. Further, it has been reported [46] that bubbles with diameter 0.6D represent a transition to cap bubble or a Taylor bubble. With all these considerations, the maximum bubble diameter is restricted up to the half of the diameter of the pipe through which the flow occurs to attain transition between bubble and slug flow.

Coalescence frequency $\lambda\left(d_{1}, d_{2}\right)$ is the product of the effective swept volume rate, $h\left(d_{1}, d_{2}\right)$ and film rupture efficiency $p\left(d_{1}, d_{2}\right)$. Effective swept volume rate is calculated using the analogy between kinetic theory of gasses and bubble coalescence phenomena. According to Coulaloglou and Tavlarides [47], effective swept volume rate is calculated as:

$$
\begin{equation*}
h\left(d_{1}, d_{2}\right)=c_{2} \frac{\varepsilon}{1+\alpha}\left(d_{1}+d_{2}\right)^{2}\left(d_{1}^{2 / 3}+d_{2}^{2 / 3}\right)^{1 / 2} \tag{23}
\end{equation*}
$$

Film drainage is controlled by inertia and surface tension forces [48]. For two bubbles of diameter $d_{1}$ and $d_{2}$ Coulaloglou and Tavlarides [47] proposed the film rupture efficiency as follows:

$$
\begin{equation*}
p\left(d_{1}, d_{2}\right)=\exp \left[-\frac{c_{3} \rho_{l} \mu_{l} \varepsilon}{\sigma^{2}(1+\alpha)^{3}}\left(\frac{d_{1} d_{2}}{d_{1}+d_{2}}\right)^{4}\right] \tag{24}
\end{equation*}
$$

The numerical constants $C_{2}$ and $C_{3}$ are related to the collision frequency and the rupture efficiency, respectively. Values of $C_{2}$ and $C_{3}$ are taken as $0.0055 \phi^{-1.3404}$ and $5.4 \times 10^{8}$, as referred by Ioannou et al. [41]. They used the experimental data of Lovick [49] to fit the values of the above constants.

Finally, we like to make a couple of comments regarding the present simulation. First, no rigorous turbulence closure has been used. Taking the queue from the single phase flow, number of researchers has used the $k-\varepsilon$ formulation for turbulence modeling even in case of two phase flow [50,51]. The empirical constants needed for such formulation were determined from single phase experiments though there is no guarantee that they are applicable also for the two phase hydrodynamics [52]. We have used a rather simple relationship for turbulent energy dissipation (Eq. (15)). It goes without saying that a better physical model may improve the prediction substantially.

Second, for the sake of simplicity, we have assumed identical velocities for bubbles of all the subgroups. Strictly speaking this is a simplification. For a better prediction, different groups of bubbles may be assigned different characteristic velocities and closure laws for drag, lift, etc. [53]. Within the same framework of population balance model the above may be implemented.

## 2 Boundary Condition and Solution Procedure

The following boundary conditions are employed for the present simulation.
i. For both the phases, at the inlet uniform velocity profile in stream wise direction and zero velocity at the crosswise direction is assumed. No slip condition is prescribed at the wall of the conduit.
ii. Void fraction of gaseous phase $(\alpha)$ and pressure at the inlet are specified.
iii. For a better simulation of the flow field finer node have been used near the wall. A small velocity as per the logarithmic law of buffer layer is implemented at a very small distance from the conduit wall [54].
iv. Uniform distribution of equal sized bubble is considered at the inlet whereas initially $(t=0)$ the conduit is filled up only with the carrier phase


Fig. 3 Solution methodology of the proposed model

$$
n(r, 0, t ; d)=\begin{array}{ll}
N_{d, \text { node }} & \text { for } d=d_{\mathrm{in}}  \tag{25}\\
0 & \text { for } d \neq d_{\mathrm{in}}
\end{array}
$$

and

$$
\begin{equation*}
n(r, z, 0 ; d)=0 \tag{26}
\end{equation*}
$$

where $d_{\text {in }}$ is the bubble size entering at the inlet plane and can be selected as desired. This mimics a situation where the gas phase is introduced into the conduit by a large number of nozzles uniformly distributed at the inlet section.
v. Overall possible bubble sizes $\left(\xi_{\min } \leq d / 2 \leq D / 2\right)$ are divided into 40 equal volumes to simulate a realistic flow phenomenon.

Solving Eqs. (1)-(3), the velocity field at each node point is calculated with $1 \%$ convergence criteria and is subsequently used for determining the mixture velocity at that particular position. Mixture velocity is used to determine the distribution of bubble size for the next instant based on the population balance equation (Eq. (11)). Figure 3 shows the solution methodology of the proposed model. Simulation is forward marched until either a steady dynamic solution $((\partial / \partial t) n(r, z, t ; d) \approx 0$ for all $d)$ is reached or the hydrodynamics gives a clear indication toward the transition into slug flow. The criteria for such transition will be described in detail in Secs. 3 and 4.


Fig. 4 Effect of radial mesh refinement on void distribution

## 3 Validation of the Model

Solution of the model based on the algorithm shown in Fig. 3 gives the phase velocity and void fraction at any particular point of conduit. Computations have been done selecting different mesh sizes and time steps to check the node independence and to find out optimal values of node spacing and time step. Results on the effect of mesh size on void distribution are depicted in Fig. 4. From this study it is decided that 20 radial nodes will be sufficient for a compromise between the accuracy and the computational time. For the flow field to become fully developed total length of the pipe is assumed to be a minimum of $100 D$. Grid independent studies have also been made for the axial direction, and 1000 nodes were found to be sufficient for that. Total number of cells then turns out to be 18,981 .

There is a considerable volume of gas-liquid bubbly two phase flow data in open literature. Among them one pioneering work by Serizawa et al. [55] and one recent work by Ohnuki and Akimoto [56] are selected for the verification of the present model. Comparisons of the present simulation against these data are described below.

In Fig. 5 computational results are compared with the data of Serizawa et al. [55] for various inlet qualities and reported bubble diameters. Simulation results are taken at a considerable distance $(30 D)$ from the inlet plane to avoid the effect of entrance region. Liquid velocity is kept at $1.03 \mathrm{~m} / \mathrm{s}$, same as that in Ref. [55]. Void fractions at different qualities are presented with respect to nondimensionalized radial position. The velocity of the air at the inlet plane is calculated by multiplying liquid velocity at the inlet with void fraction. Though there is a mismatch in the profiles near the


Fig. 5 Comparison of void fraction of present model and experimental data of Serizawa et al. [50]


Fig. 6 Comparison of void fraction with the present model and experimental data of Ohnuki and Akimoto [51]
wall, it is clear from Fig. 5 that the model predicts the radial void fraction distribution satisfactorily. Near the wall, an improved modeling of the motion of the continuous phase, including the effect of boundary layer and buffer layer, is expected to give a better result without the stringent requirement of the finer grids everywhere in the computational domain.

Ohnuki and Akimoto [56] used an optical probe for the measurement of void fraction and a dual sensor resistivity probe for the measurement of bubble velocity and its fluctuation. In Fig. 6, radial distribution of void fraction obtained by numerical simulation is compared with the results of Ohnuki and Akimoto [56] for identical conditions (liquid velocity of $0.18 \mathrm{~m} / \mathrm{s}$ and gas velocity of $0.11 \mathrm{~m} / \mathrm{s}$ ). A satisfactory agreement has been observed. Estimated void fraction profile for a higher liquid flow rate of 0.35 $\mathrm{m} / \mathrm{s}$ keeping the air flow rate the same $(0.11 \mathrm{~m} / \mathrm{s})$ is also depicted in the same figure. The same phase velocities were used by Ohnuki and Akimoto [56]. A good agreement has also been obtained in this case.

Comparisons of the predicted radial profile of volume averaged bubble diameter with experiment at same initial situations [56] are depicted in Fig. 7. The developed model predicts the correct trend though it underpredicts the average bubble diameter toward the tube wall. Present model is also used to investigate the distribution of bubble Sauter mean diameter in a radial plane. When the surface area and the volume of the averaged diameter bubbles are equal to those of the polydisperse bubbles, this averaged diameter is called the Sauter diameter (volume-surface area mean diam-


Fig. 7 Radial distribution of volume averaged bubble diameter; a comparison between present model and experimental data of Ohnuki and Akimoto [51] at high flow rates


Fig. 8 Comparison of the computed bubble Sauter diameter along a radial plane with the experimental result of Shen et al. [52]; low gas superficial velocity
eter). It can be calculated based on the values of the scalar fraction $\left(f_{i}\right)$ of the volume of a particular sized bubble with respect to the overall gaseous phase and the corresponding discrete bubble diameter $d_{i}$ is obtained as

$$
\begin{equation*}
d_{32}=\frac{1}{\sum_{i=1}^{N} \frac{f_{i}}{d_{i}}} \tag{27}
\end{equation*}
$$

The computed result of the bubble Sauter diameter is compared with the experimental observation of Shen et al. [57] for air water flow through a tube diameter of 200 mm . Figure 8 shows a very good prediction of the Sauter mean diameter at a gas superficial velocity of $0.186 \mathrm{~m} / \mathrm{s}$ for three different liquid superficial velocities covering a wide range, as considered by Shen et al. [57] in their experiment. The prediction is also satisfactory for higher gas superficial velocity, as depicted in Fig. 9. With the confidence gained from the above comparisons, the present model has been employed to investigate the development of flow along the axial direction and the transition from bubbly to slug flow.

## 4 Axial Development of the Phase Distribution

It has been mentioned earlier that the gas phase at the inlet boundary is considered as a uniform distribution of equal sized bubbles. Therefore, it is obvious that any transformation from


Fig. 9 Comparison of the computed bubble Sauter diameter along a radial plane with the experimental result of Shen et al. [52]; high gas superficial velocity


Fig. 10 Radial bubble count histogram at an axial distance of 10D for low flow rates
bubbly flow is due to the development of the flow of the two phase mixture downstream of the inlet plane. Due to the coalescence and breakup of the bubbles during their random motion, the number of bubbles in a particular subgroup may increase or decrease in the downstream. This is solely guided by the hydrodynamics. Some interesting cases are discussed below.

In Figs. 10-12 the bubble count of different subgroups in a radial plane is shown for different axial positions. The bubbles of tenth subgroup are introduced at the inlet with a liquid velocity of $0.3 \mathrm{~m} / \mathrm{s}$ and an air velocity of $0.1 \mathrm{~m} / \mathrm{s}$. To track the generation of bubbles bigger than the size entered at the inlet, the tenth sub-


Fig. 11 Radial bubble count histogram at an axial distance of 30D for low flow rates


Fig. 12 Radial bubble count histogram at an axial distance of 60D for low flow rates


Fig. 13 Radial bubble count histogram at an axial distance of 10D for high flow rates
group has been entered. Moreover, a wide gap between the maximum possible bubble sizes and the bubbles to be entered will not bias the transition criteria. There is bubble growth due to coalescence; rather smaller size bubbles are formed as one moves toward the downstream. This is clear from the bubble count histograms estimated at $10 D$ (Fig. 10), 30D (Fig. 11), and $60 D$ (Fig. 12). The number of tenth subgroup bubbles (introduced at the inlet) reduces, while the number of bubbles belonging to smaller subgroups increases gradually. The coalescence of bubbles is clearly discernable from Figs. 13-15 at a high phase velocities (liquid velocity of $3 \mathrm{~m} / \mathrm{s}$ and gas velocity of $1 \mathrm{~m} / \mathrm{s}$ ) even at an axial length of 10 D . At this position one can see formation of bubble up to a subgroup of 30 that is considerably larger compared with the bubbles introduced at the inlet plane (tenth subgroup). The number of bubbles just double and triple of inlet bubble size group is high compared with the other higher sized bubble group as there is a rich tendency of coalescence of two inlet sized bubbles. At further downstream the number of large size bubbles $\left(V_{i}>V_{p}\right)$ increases and new bubbles with even larger diameter come into existence.

To confirm the generation of larger bubbles at higher gas and liquid flow rates, a total volume count of bubbles above and below those introduced at the inlet are depicted in Table 1. The generation of larger bubbles at higher phase flow rates can also be confirmed by taking an account of the volume of the bubbles of different subgroups. For these a nondimensional parameter, namely, $V_{\text {high }}$ has been defined as follows:


Fig. 14 Radial bubble count histogram at an axial distance of 20D for high flow rates


Fig. 15 Radial bubble count histogram at an axial distance of $30 D$ for high flow rates

$$
\begin{equation*}
V_{\text {high }}=\frac{\sum_{i=p+1}^{m} v_{i} n_{i}}{\sum_{i=1}^{m} v_{i} n_{i}} \tag{28}
\end{equation*}
$$

where $p$ th subgroup of bubbles enters at the inlet. $V_{\text {high }}$ at different axial planes for low and high phase flow rates are presented in Tables 1 and 2. At low phase flow rates (Table 1) the value of $V_{\text {high }}$ is relatively low and assumes a constant value after some distance from the inlet plane. This indicates the existence of a steady bubbly flow for the given hydrodynamic parameters. As the flow develops, downstream of the inlet plane coalescence and breakup occurs, the process of break up being more dominant compared with coalescence. However, these two competing processes reach a dynamic steady state, where the maximum bubble size can never cross a certain limit to perturb the flow toward the slug flow regime. The flow essentially remains bubbly though there is a readjustment of bubble size and void distribution compared with the inlet plane.

Table 2 presents a different picture. $V_{\text {high }}$ increases continuously along the downstream. This signifies the domination of coalescence over break up. Importantly, it indicates gradual growth of some bubbles as they move up. This is conducive for the generation of cap bubbles to start with and for the formation of the Taylor bubble finally.

To investigate the bubble size evolution with axial length, a cumulative estimate of bubble volume over the input sized bubble is shown in Fig. 16. The inlet velocity of air is taken as $0.1 \mathrm{~m} / \mathrm{s}$, and the inlet velocity of liquid is $0.3 \mathrm{~m} / \mathrm{s}$. The figure clearly supports the statement made above from the observations in Table 2.

Table 1 Liquid velocity $0.3 \mathrm{~m} / \mathrm{s}$ and gas velocity $0.1 \mathrm{~m} / \mathrm{s}$

| Axial <br> location | Total volume above <br> inlet diameter $\left(\mathrm{m}^{3}\right)$ | Total volume below <br> inlet diameter $\left(\mathrm{m}^{3}\right)$ | $V_{\text {high }}$ |
| :--- | :---: | :---: | :---: |
| $10 D$ | 0.00004588 | 0.002962 | 0.01525 |
| $30 D$ | 0.00004689 | 0.00296 | 0.01559 |
| $60 D$ | 0.00004701 | 0.00298 | 0.015526 |

Table 2 Liquid velocity $3 \mathrm{~m} / \mathrm{s}$ and gas velocity $1 \mathrm{~m} / \mathrm{s}$

| Axial <br> location | Total volume above <br> inlet diameter $\left(\mathrm{m}^{3}\right)$ | Total volume below <br> inlet diameter $\left(\mathrm{m}^{3}\right)$ | $V_{\text {high }}$ |
| :--- | :---: | :---: | :---: |
| $10 D$ | 0.000667 | 0.002331 | 0.2225 |
| $20 D$ | 0.001399 | 0.001609 | 0.4663 |
| $30 D$ | 0.001895 | 0.001104 | 0.6317 |



Fig. 16 Volume of bubbles above tenth subgroup (size at inlet) as a function of axial length; low superficial velocities

Though coalescence is present, it is not strong enough to generate new bubbles of larger diameter $\left(d_{i}>d_{p}\right)$ in sufficient quantity. On the other hand, the process of breakup is more significant and is able to create smaller bubbles $\left(d_{i}<d_{p}\right)$. Another interesting feature may be noted from the figure. Beyond a $l / D$ of 100 , the volume count above and below the bubble size introduced at the inlet does not change with the pipe length. This gives an idea regarding the pipe length required for the development of the flow. There is enough controversy regarding the developing length in the case of two phase flow. CFD simulation is capable of resolving this issue. Obviously the criterion for the developing length depends on the operating conditions, as will be clear from the results presented below.

In Fig. 17 an assessment of the breakage and coalescence process along the axial direction has been made by taking an account of the bubbles with size below and above those $\left(d=d_{P}\right)$ entering the inlet plane. At a liquid velocity of $0.3 \mathrm{~m} / \mathrm{s}$ and a gas velocity of $0.1 \mathrm{~m} / \mathrm{s}$, the coalescence rate is very low and remains more or less constant along the axial length. On the other hand, downstream of the inlet plane, the local breakage rate undergoes a large fluctuation. The fluctuation continues along the axial direction with diminishing amplitude and ultimately stabilizes into a steady periodic nature. Referring back to Figs. 10-12, one can appreciate the presence of a stronger breakup process compared with the process of coalescence for the selected phase velocities. It is also evident in Figs. 16 and 17 that the flow of the two phase mixture assumes


Fig. 17 Evolution of breakage and coalescence with axial location at lower flow rates


Fig. 18 Evolution of breakage and coalescence with axial location at higher flow rates
a dynamic steady state downstream of the inlet plane where the time averaged flow characteristics do not change axially.

The morphology of the dispersed phase goes through a different developmental pattern at higher phase flow rates. Figure 18 shows that a vigorous process of coalescence starts immediately after the bubbles enter the conduit. However, the coalescence rate reduces and ultimately stabilizes to a fluctuating pattern with a small amplitude. The process of break up on the other hand is rather insignificant. The net effect of coalescence and breakup on the bubble size distribution is depicted in Fig. 19, which clearly indicates the zone for flow development.

The evolution of bubble size along the conduit length as a function of inlet flow rates is depicted in Fig. 20. From the figure it is evident that at lower flow rates of gas and liquid ( $0.1 \mathrm{~m} / \mathrm{s}$ and 0.3 $\mathrm{m} / \mathrm{s}$, respectively), the maximum bubble size remains unaltered (more or less identical to the bubbles at the inlet). This clearly shows that in the flow field, bubble break up is dominant leading toward the flow of different sized spherical bubbles, i.e., bubbly flow. At a higher flow rate the bubble size reaches the prescribed maximum limit of bubble diameter. This definitely indicates a possible transition from bubbly flow.
4.1 Transition From Bubbly Flow. To date, the identification of flow regime boundary has been achieved either through experimental $[58,59]$ or by control volume based analytical modeling [60]. Assuming the transition to slug flow takes place due to high frequency of collisions at an increased density of dispersed


Fig. 19 Volume of bubbles above the tenth subgroup (size at inlet) as a function of axial length; high superficial velocities


Fig. 20 Change of maximum bubble diameter along axial length for air water two phase flow
bubble Radovicich and Moissis [60] proposed a semitheoretical analysis. They have considered a cubic lattice of spherical bubbles fluctuating around their mean position and suggested that the transition occurs at a maximum limiting void fraction of 0.3 for bubbly flow. This physical model has also been supported by Dukler and Taitel [31] and Mishima and Ishii [32]. However, there is a controversy regarding the value of the maximum limiting void fraction, and a value of 0.25 is well accepted in the literature.

A slightly different view is proposed by Bilicki and Kestin [61]. The spherical bubbles dispersed in a bubbly flow do not move with identical velocities. The wake of a preceding bubble induces acceleration to its successors. A bubble may catch up to its predecessors and may coalesce to form a larger bubble. According to them this is the root cause of transition. For the success of the coalescence process, the distance between the two bubbles should be below a characteristics length, which is stochastic in nature depending on the flow phenomena. Based on this argument they proposed a transition criterion, which depends on a limiting void fraction, phase superficial velocities, "local friction velocity," and some numerical constants. The numerical constants were determined by experiments.

Different researchers have proposed void fraction wave as the cause of transition from bubbly to slug flow. Marcedier [62] observed that void fraction waves are damped in bubbly flows where the damping decreases with the increase in the mean void fraction. It has further been hypothesized that at some value of mean void fraction, the damping could disappear and the instability of the void fraction wave may give rise to bubble-slug transition. Matuszkiewicz et al. [63] took the queue from this postulation and experimentally demonstrated that transition from bubbly to slug flow occurs for a range of average void fraction $0.1<\alpha_{\text {mean }}$ $<0.45$. It may be noted that this value is different from the limiting void fraction reported by Taitel et al. [30].
Sun et al. [64] conducted an experiment on the gas-liquid two phase up flow in a tube diameter of $112.5, \mathrm{~mm}$ where the disturbance was created by a swinging metallic plate at the upstream of the flow. Bubbly flow was observed up to a mean void fraction of $19.2 \%$. The sudden emergence of Taylor bubble was observed at a gas concentration of $21.5 \%$. This induces a transition to slug flow. They also observed at high liquid velocity that the intense turbulence suppresses the formation of Taylor bubbles. As a result an increase in mean void fraction transforms the bubbly flow directly to churn flow.
Alternatively, efforts have been made to characterize the termination of bubbly flow based on the maximum bubble diameter. Again different criteria have been used. Tomiyama et al. [46] considered a bubble to be a slug bubble when its equivalent diameter


Fig. 21 Transition of bubbly flow; present simulation and experimental results of Olmos et al. [27] and Mercadier [62]
was 0.6 of the tube diameter. Krussenberg et al. [65] and Lucas et al. [59] also suggested a differentiation between the bubbly flow and slug flow based on the equivalent diameter of the largest bubble.

It may be noted that the transition criteria predicted from experimental observations are system specific and are dependent on operating conditions. On the other hand theoretical predictions developed so far uses mechanistic models on suitable "control volumes." They typically rely on a specific mechanism and a number of simplified assumptions. To date little effort has been made to apply CFD simulation for the identification of flow regime boundary. In the present work we present a methodology for the same.

It has been accepted beyond doubt that coalescence is the mechanism for the transition from bubbly to slug flow. However, coalescence is a spatio-temporal process. It is necessary to investigate the hydrodynamics both locally and axially to bring out a clear picture about the transition. Furthermore, as coalescence and breakup simultaneously occur, we propose monitoring of the three different characteristics.

The formation of a large size bubble is of crucial importance.
The number of large bubbles should increase, and individual large bubbles should further grow in size

Finally, the consistency of the above two process should also be reflected in a diminishing rate of bubble breakup.

To monitor these three aspects, we have studied (i) the bubble histogram at different axial levels, (ii) bubble volume account below and above the bubble size introduced at the inlet, and (iii) breakage and coalescence frequency along axial length.

Based on the above criteria transition from bubbly to slug flow has been predicted and compared with the experimental observation of Dukler and Taitel [31] in Fig. 21. An excellent match between our prediction and experimental result has been observed. It can also be noted that the prediction by the present method is better than that of Taitel et al. [30].

A second type of transition from bubbly flow at high liquid velocity was proposed by Taitel et al. [30]. This flow regime is different from bubbly flow at low liquid velocity and is termed as dispersed bubbly flow. Hinze [66] proposed a mechanism for estimating the maximum bubble size from a balance between turbulence kinetic energy and drop surface energy. Hinze's [66] analysis is applicable for dilute suspension. Brauner [67] extended Hinze's [66] model for dense dispersion and obtained a modified expression for maximum bubble diameter. They have further suggested considering the largest of the diameter value calculated by the original Hinze [66] theory and its extension. For the present system the diameter of the largest dispersed bubble is given by the following equation:


Fig. 22 Radial bubble count histogram for the high liquid flow rate showing dispersed bubbly flow

$$
\begin{equation*}
\frac{D_{\text {surf }}}{D_{P}}=0.55\left(\frac{\rho_{c} U_{c}^{2} D_{P}}{\sigma}\right)^{-0.6}\left(\frac{\rho_{m} f}{\rho_{c}(1-\varepsilon)}\right)^{-0.4} \tag{29}
\end{equation*}
$$

To investigate the bubbly to dispersed bubbly transition in the perspective of the present CFD model, the simulations have been done for higher liquid flow rates. A typical result of bubble count histogram can be seen in Fig. 22. The prediction shows a good concurrence with the model of Taitel et al. [30]. Almost complete disappearance of tenth subgroup bubbles indicate that the bubbles introduced at the inlet plane undergoes a thorough disintegration process due to high rate of turbulent dissipation. As a result, bubbly flow at the channel inlet transforms into dispersed bubbly flow further downstream.
To get an overall picture of the flow development with the change in liquid velocity, one may refer to Fig. 23, where simulation results for a single gas velocity at three different liquid velocities have been shown. The volume histogram clearly indicates slug flow, bubbly flow, and dispersed bubbly flow with the increase in liquid flow rates. Finally, the occurrence of critical dispersed bubble (Eq. (29)) as a function of phase superficial velocities has been depicted in Fig. 21. The simulation result shows a close match with the regime boundary mechanistically predicted by Brauner [67].

## 5 Conclusion

In the present paper the population balance equation coupled with two fluid model is used for the prediction of bubble evolution in gas-liquid two phase flow through a vertical conduit. Coales-


Fig. 23 Indication of different flow regimes by the bubble volume histogram obtained with a variation in liquid velocity for a fixed gas flow rate
cence of two similar or different sized bubbles and homogeneous and nonhomogeneous binary break up of a bubble has been considered in the PBM. The model has been validated rigorously against experimental results from various sources.

Using the present model an effort has been made to propose a new transition criterion from bubbly flow to slug flow. By tracking the coalescence frequency and breakup frequency along the conduit axis, the dominance of any of the processes over the other at a given condition of flow superficial velocities can easily be made. Volume count of the bubbles over and below the bubble size introduced at the inlet can be used as a criterion for the above. Additionally, the bubble count histogram obtained from the present model at different axial locations also helps to ascertain the transition from bubbly to slug flow. The transition boundary obtained by such procedure gives an excellent match with the published experimental data. At a higher liquid velocity the simulation results show a suppression of coalescence and a dominance of breakup process-a situation conducive for dispersed bubbly flow. Simulation results have been generated to obtain the maximum bubble size (Eq. (29)) needed for a transition to disperse bubbly flow. A good agreement has been obtained with the model of Brauner [67].
The present work demonstrates the strength of CFD simulation for the identification of flow regime. Even though no special turbulence model has been considered in the formulation, the model successfully defines the boundaries of bubbly flow. Furthermore, as the axial development of the flow phenomena can be studied, the model can be utilized for determining the developing length for flow through a conduit.

## Nomenclature

$b^{*}=$ empirical constant of Eq. (19)
$B=$ empirical constant of Eq. (7)
$B_{B}=$ number of new born bubbles due to break up
$B_{C}=$ number of new born bubbles due to
coalescence
$c_{1}=$ constant in Eqs. (14) and (17)
$c_{2}=$ empirical constant in Eq. (23)
$c_{3}=$ empirical constant in Eq. (24)
$C_{D}=$ drag coefficient for a single bubble
$C_{F L}=$ interfacial friction factor
$C_{\mathrm{TD}}=$ turbulent dispersion force coefficient
$d_{c}=$ critical bubble diameter for bubble breakup
frequency (m)
$D_{B}=$ number of dying bubbles due to break up
$D_{C}=$ number of dying bubbles due to coalescence
$D=$ pipe diameter (m)
$d=$ diameter of the bubbles (m)
$f_{G o}=$ wall friction factor of gaseous phase
$f_{L o}=$ wall friction factor of liquid phase
$f_{v}=$ volume fraction of daughter bubble to mother
bubble
$F_{\text {dispr }}=$ turbulent dispersion force in the radial direc-
tion ( $\mathrm{kg} \mathrm{m} \mathrm{s}^{-2}$ )
$F_{\text {dispz }}=$ turbulent dispersion force in the axial direction
( $\mathrm{kg} \mathrm{m} \mathrm{s}^{-2}$ )
$F_{L G z}=$ interfacial force to gaseous phase in the axial
direction ( $\mathrm{kg} \mathrm{m} \mathrm{s}^{-2}$ )
$F_{L G r}=$ interfacial force to gaseous phase in the radial
direction ( $\mathrm{kg} \mathrm{m} \mathrm{s}^{-2}$ )
$F_{G I z}=$ mass transfer force to gaseous phase in the
axial direction ( $\mathrm{kg} \mathrm{m} \mathrm{s}^{-2}$ )
$F_{G I r}=$ mass transfer force to gaseous phase in the
radial direction ( $\mathrm{kg} \mathrm{m} \mathrm{s}^{-2}$ )
$F_{L I z}=$ mass transfer force to liquid phase in the axial
direction ( $\mathrm{kg} \mathrm{m} \mathrm{s}^{-2}$ )
$F_{L I r}=$ mass transfer force to liquid phase in the radial
direction ( $\mathrm{kg} \mathrm{m} \mathrm{s}^{-2}$ )

$$
\begin{aligned}
& F_{W G z}=\text { wall gas friction force in the axial direction } \\
& \text { ( } \mathrm{kg} \mathrm{~m} \mathrm{~s}^{-2} \text { ) } \\
& F_{W G r}=\text { wall gas friction force in the radial direction } \\
& \text { ( } \mathrm{kg} \mathrm{~m} \mathrm{~s}^{-2} \text { ) } \\
& F_{W L z}=\underset{\left(\mathrm{kg} \mathrm{~m} \mathrm{~s}^{-2}\right)}{\text { wall liquid }} \text { friction force in the axial direction } \\
& \text { ( } \mathrm{kg} \mathrm{~m} \mathrm{~s}^{-2} \text { ) } \\
& F_{W L r}=\text { wall liquid friction force in the radial direction } \\
& \text { ( } \mathrm{kg} \mathrm{~m} \mathrm{~s}^{-2} \text { ) } \\
& g_{x}=\text { gravitational acceleration in the } x \text { direction } \\
& \text { ( } \mathrm{m} \mathrm{~s}^{-2} \text { ) } \\
& g(a)=\underset{a\left(\mathrm{~s}^{-1}\right)}{\text { breake frequency of the bubbles of diameter }} \\
& h(a, b)=\text { effective swept volume rate for bubble diam- } \\
& \text { eter } a \text { and } b\left(\mathrm{~s}^{-1}\right) \\
& k=\text { empirical constant in Eq. (14) } \\
& m=\text { empirical constant in Eq. (19) } \\
& n=\text { empirical constant in Eq. (7) } \\
& n(r, z, t: d)=\text { number of bubbles at }(r, z) \text { of size } d \text { at time } t \\
& p(a, b)=\text { film rupture efficiency of bubbles of diameter } \\
& a \text { and } b \\
& P=\text { pressure of the mixture phase }\left(\mathrm{kg} \mathrm{~m} \mathrm{~s}^{-2}\right) \\
& R_{B}=\text { average bubble diameter (m) } \\
& \mathrm{Sc}_{t g}=\text { turbulent Schmidt number for gaseous phase } \\
& t=\text { time (s) } \\
& U_{m}=\text { mixture velocity }\left(\mathrm{m} \mathrm{~s}^{-1}\right) \\
& w_{g}=\text { axial velocity of dispersed phase }\left(\mathrm{m} \mathrm{~s}^{-1}\right) \\
& w_{l}=\text { axial velocity of continuous phase }\left(\mathrm{m} \mathrm{~s}^{-1}\right) \\
& v(d)=\text { volume of the bubble of diameter } d\left(\mathrm{~m}^{3}\right) \\
& u_{g}=\text { radial velocity of dispersed phase }\left(\mathrm{m} \mathrm{~s}^{-1}\right) \\
& u_{l}=\text { radial velocity of continuous phase }\left(\mathrm{m} \mathrm{~s}^{-1}\right) \\
& z=\text { axial direction of the conduit (m) } \\
& r=\text { radial direction of the conduit (m) }
\end{aligned}
$$

## Greek Alphabet

$\alpha=$ dispersed phase void fraction
$\Delta P_{\mathrm{LO}}=$ single phase frictional pressure drop $\left(\mathrm{kg} \mathrm{m} \mathrm{s}^{-2}\right)$
$\varepsilon=$ energy dissipation rate per unit mass $\left(\mathrm{m}^{2} \mathrm{~s}^{-3}\right)$
$\gamma_{\mathrm{tg}}=$ turbulent kinetic viscosity $\left(\mathrm{m}^{2} \mathrm{~s}^{-1}\right)$
$\eta(a, b)=$ daughter bubble probability distribution
$\lambda(a, b)=$ coalescence frequency of bubble diameter $a$ and $b\left(\mathrm{~s}^{-1}\right)$
$\mu_{g}=$ viscosity of discrete phase $\left(\mathrm{kg} \mathrm{m}^{-1} \mathrm{~s}^{-1}\right)$
$\mu_{l}=$ viscosity of continuous phase $\left(\mathrm{kg} \mathrm{m}^{-1} \mathrm{~s}^{-1}\right)$
$\nu(a)=$ number of bubbles formed from the breakage of a bubble diameter $a$
$\xi_{\min }=$ nondimensional minimum daughter bubble size
$\rho_{l}=$ density of continuous phase $\left(\mathrm{kg} \mathrm{m}^{-3}\right)$
$\rho_{g}=$ density of dispersed phase $\left(\mathrm{kg} \mathrm{m}^{-3}\right)$
$\stackrel{\sigma}{\sigma}=$ surface tension $\left(\mathrm{kg} \mathrm{s}^{-2}\right)$
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#### Abstract

In a companion paper ("Modelling Bubbly Flow by Population Balance Technique Part I: Axial Flow Development and Its Transitions," ASME J. Fluids Eng), a two fluid model along with a multiclass population balance technique has been used to find out comprehensive criteria for the transition from bubbly to slug flow, primarily through a study of axial flow development. Using the same basic model the transition mechanism has been investigated in the present paper covering a wide range of process parameters. Though the dominating rate of bubble coalescence during the axial development of the flow acts as the main cause for the transition to slug flow, the simultaneous transformation of the radial voidage pattern cannot be overlooked. Appearance of core, intermediate, wall, and two peaks are observed in the radial voidage distribution depending on the phase superficial velocities. A map has been developed indicating the boundaries of the above subregimes. It has been observed that not only the size of the bubbles entering the inlet plane but also the size distribution (monodispersion or bidispersion) changes the voidage peak and shifts the transition boundary. It is interesting to note that the bubbly flow only with a core peak void distribution transforms into slug flow with a change in the operating parameters. Transition boundary is also observed to shift with a change in the tube diameter. The simulation results have been compared with experimental data taken from different sources and very good agreements have been noted. [DOI: 10.1115/1.3203206]
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## 1 Introduction

A bubbly flow often appears as a homogeneous dispersion of gas bubbles in a liquid medium. In reality, the flow regime is rather complex due to the presence of different spatial-temporal structures and the interplay of various complex mechanisms. The motion of a bubble is the result of a large number of forces, namely fluid-fluid interaction, bubble transverse dispersion, wall lubrication, Magnus force, etc. Depending on the relative magnitude of these forces, different variations are possible in the bubbly flow. It is well known that the pattern of void distribution in a cross sectional plane could be wall peaked or core peaked depending on the operating conditions [1-4]. It has also been reported that the conduit size has a distinct effect on the bubbly flow pattern. Further, the bubbly flow is influenced by the characteristics of the bubble inputs. Development of the void profile is not identical in the case of monodispersed and polydispersed bubble inputs.

Modeling of the bubbly flow with all its complexities is a formidable task. Nevertheless, due to the occurrence of the bubbly flow in widespread industrial application, numerous efforts have been made to model it. Based on generalized two fluid approach [5,6], Antal et al. [7] developed a model for two-phase bubbly flow. Troshko and Hassan [8] presented a two-phase flow model including the near wall region and developed a two-phase wall law. To model the turbulence, they extended the single-phase standard $k-\varepsilon$ model for two-phase flow, neglecting the turbulence in the dispersed phase. But their model is valid only for monodispersed flow of gaseous bubbles in the bulk liquid. Politano et al. [9] used the two fluid model, considering the bubble size distri-

[^11]bution with groups of constant mass. Their model can predict the presence of wall and core peakings but remains silent about the possibility of any other voidage profile. Carrica and Clausse [10] solved the behavior of polydispersed bubble formation using a multigroup model along with a two fluid model. Recently, Kreeper et al. [11] used the $N-M$ MUSIG model for solving bubbly flow having $N$ velocity group and $M$ bubble group size. Yeoh and $\mathrm{Tu}[12]$ solved the population balance equation in axial direction along with a two fluid model using the method of discrete classes in order to incorporate the effect of bubble size.

In a companion paper [13], using the two-fluid model and the population balance technique, the hydrodynamics of bubbly flow has been simulated. Emphasis has been given on the analysis of axial flow development. The population balance technique enables one to detect the bubble population at any axial level and to assess the process of coalescence and breakage. An objective and comprehensive criterion for the transition from bubbly to slug flow has been proposed. The simulation shows excellent agreement with published results.
Certainly the importance of axial development cannot be overlooked as it has direct bearing to the transition. Nevertheless, hydrodynamics of bubbly flow strongly depends also on the phase distribution and bubble population along the radial direction. This gives rise to different peaked structure $[1,3,14]$ of the void fraction and also influences the transition. To date the prediction of bubbly-slug transition based on superficial phase velocities [ 15,16$]$ is well accepted by many researchers. However, such a criterion does not take into cognition the effect of inlet bubble size [17] and tube diameter [18] on the transition from bubbly to slug flow. In the present paper, the basic two fluid and population balance model [13] for bubbly flow has been employed to investigate the above issues. In the first part of the paper, we have made a thorough study on the radial distribution of dispersed phase. In the second part, the effect of operating variables other than the phase velocities on the flow regime transition has been investigated.


Fig. 1 Comparison of the void distribution of the present model and the experimental observations of Lucas et al. [20] at low phase flow rates

Excellent agreement has been obtained between the simulation and the experimental data obtained from various sources.

## 2 Results and Discussion

In a number of experiments on gas liquid upflow through vertical conduits, nonuniform void distribution has been observed at the downstream while gas bubbles were introduced uniformly at the inlet plane. Theoretical simulations of the bubbly flow also corroborate the peaked characteristic of the void profile [ 15,19$]$. It is important to note that not only the absolute value of the void fraction varies in the different flow regimes, each of the regimes has a typical pattern for radial distribution of the void fraction. Therefore, in the present paper, we want to investigate further into the transformation of the void profile due to the operating and inlet conditions.

The present model is compared with the experimental void fraction obtained by Zun [3], Song et al. [4], and Lucas et al. [20] in the case of a two-phase flow mixture of air and water in vertical ducts. To simulate the experiments, the ducts were discretized into 40 radial nodes with finer discretization near the wall of the tube. In the axial direction 500 uniform spaced grids were generated to track the evolution of the bubbly flow. Bubble mass is divided into 40 equal groups by volume to eradicate the complexity of the volume discretization during the coalescence of bubbles. In case of bubble breakage, if the daughter bubbles do not fall in an exact size group they are distributed among its immediate neighbors, maintaining the conservation of mass and number.

An extensive study of the bubbly flow [20] has been made in the MTLoop facility. The test section in this loop has an inner diameter of 52.3 mm and a length of 3.5 m . Wire mesh sensors have been used for the measurement of void fractions at a distance of 60 D from the inlet. Figure $1(a)$ shows the simulation results at an air flow rate of $0.0096 \mathrm{~m} / \mathrm{s}$ and a water flow rate of $0.0405 \mathrm{~m} / \mathrm{s}$ as has been used by Lucas et al. [20]. Most of the bubbles are gathered near the wall of the tube. Results from the present model also show a similar pattern of the void fraction distribution. Similar experimental studies were made by Prasser et al. [21]. They used a larger tube with 195.3 mm diameter and 8.78 m length. At an air flow rate of $0.53 \mathrm{~m} / \mathrm{s}$ and water flow rate of $1.02 \mathrm{~m} / \mathrm{s}$, they observed that the void distribution pattern changed (Fig. 2) into a parabolic shape exhibiting core peak. Simulation results for the same conditions satisfactorily agree (Fig. 2) with the experimental observations. This shows that the present model can handle both inward and outward lateral migrations of the bubbles, depending on the flow velocities and tube diameter.

Zun [3] proposed that uniform input of big bubbles at the inlet produces a core peak while smaller bubbles at the inlet produce a wall peak. Interestingly, when a mixture of big and small bubbles


Fig. 2 Comparison of the void distribution of the present model and the experimental observations of Prasser et al. [21] at high phase flow rates
is introduced at the inlet, simultaneous occurrence of wall and core peaks is possible at further downstream. According to Zun [3], the bubbles, having high intrinsic oscillatory motion, stay near the wall and the others settle at the core of the conduit as the amplitude of the oscillation is a strong function of the bubble diameter. To demonstrate this, Zun [3] conducted an experiment using a vertical conduit of square cross section having 25.4 mm sides. Downstream gas void fraction was measured using microresistivity probes. Experiments were conducted for different inlet bubble sizes and void fractions. In general, experiments were conducted for low gas flow rates. Results are depicted in Fig. 3. As the present model is an axisymmetric one, an exact simulation of the results of Zun [3] is not possible. However, simulations have been done for a circular tube using identical operating conditions. Simulation results exhibit excellent trend matched with the experimental results of Zun [3].
The shape of the void distribution in the downstream due to the injection of two different bubble sizes at the inlet has also been investigated by Song et al. [4]. They used a vertical tube with 29 mm inner diameter and 3.7 m length to study the development of the voidage profile in a mineral oil-air flow. Nozzles of different sizes were used to produce bubbles of two different diameters. 3D photographic method was used for measuring the position of the bubbles and the void fraction profile was derived from it. Figure 4 shows the comparison of the estimated void distribution against the experimental observation by Song et al. [4] for the simultaneous entry of 3.4 mm and 2.5 mm diameter bubbles. Liquid flow


Fig. 3 Comparison of the two peak void distributions; present model versus experimental observations of Zun [3]


Fig. 4 Comparison of the two peak void distributions; present model versus experimental observations of Song et al. [4]
rate is kept at $0.079 \mathrm{~m} / \mathrm{s}$ and air flow rate is maintained at 0.0082 $\mathrm{m} / \mathrm{s}$, which are identical to the experimental conditions of Song et al. [4]. Generated results at an axial length of 60 D were presented to minimize the entrance effect. Agreement between the simulation and experiment is reasonably well.

Occurrence of different peaked structures of the voidage profile in the bubbly flow has been observed in different independent experiments [1]. The reason for this has loosely been attributed to the forces acting on individual bubbles and the interactions between neighboring bubbles. As the evolution of the voidage profile is a result of the interplay of various complex phenomena, its prediction is not possible through a control volume based model (prevalent in the analysis of the two-phase flow). On the contrary, a computational fluid dynamics (CFD) simulation with an inbuilt capability to model the bubble interactions can simulate this phenomenon reasonably well. The capability of the present model for predicting bubbly-slug transition has been presented in an earlier communication [13]. The model prediction depicts a good match with the regime boundary proposed by Taitel et al. [22] experimentally. It is interesting to note that a unique regime boundary was not observed by different investigators. In Fig. 5 bubbly-slug transitions as observed in different experiments point out a substantial difference between themselves. While the trend of the transition boundary of Griffith and Wallis [23], Dukler and Taitel [15], and Mishima and Ishii [24] are similar (which also matches with the prediction of the present simulation), the nature of the other transition boundaries [22,25-28] are different. It may be quite possible that the difference in the inlet condition of the spe-


Fig. 5 Comparison of the existing flow pattern maps with the present prediction


Fig. 6 Effect of bubble size (homogeneous distribution) at the inlet on the flow pattern map
cific experiments is mainly responsible for this mismatch. Unfortunately, in most of the experimental results the inlet conditions, particularly the bubble size distribution, have not been specified explicitly. Therefore, it is difficult to substantiate the above proposition directly. As an alternative, we have tried to predict the transition boundary for different inlet conditions. The results are discussed below.
To see the effect of bubble size at the inlet on the flow pattern map, results were generated using the present model for homogeneous inputs of various bubble sizes. Figure 6 shows the change in the flow regime map due to the change in the bubble size at the inlet from 0.5 mm to 1 mm and then to 3 mm . Bubbly flow turns into slug flow at a lower flow rate of liquid for a fixed gas flow rate with the increase in inlet bubble size. It is obvious that bubbles of higher size at the input takes less effort to merge into a big gaseous slug. Results generated from the developed model efficiently support the intuitive concept about bubble coalescence. Flow pattern map of Bilicki and Kestin [29] for different sized bubble inputs are also plotted in Fig. 6 to support the results generated from the present model. A plexiglass tube with 20 mm diameter and 1.5 m length has been used in Ref. [29] to view the two-phase flow patterns for air and water. Tests were carried out for bubble diameters of 1 mm and 3 mm . The observations are in close concordance with the simulation results.
In most of the experiments monosized bubbles are rarely injected at the inlet. In general there could be a distribution of bubble size. Simulations are made to study the effect of a mixed bubble population at the inlet on the flow regime transition. Different inlet populations consisting mainly of (a) 0.5 mm bubble diameter, (b) 1 mm bubble diameter and (c) 2 mm bubble diameter as well as (d) $50 \%$ bubbles of 0.5 mm diameter $+50 \%$ of 1 mm diameter, and (e) $50 \%$ bubbles of 1 mm diameter $+50 \%$ of 2 mm diameter were considered at the inlet, as shown in Fig. 7. In all the cases, the inlet volume fraction is kept constant. It can be seen that with the mixing of higher sized bubbles the flow pattern map for 1 mm diameter bubbles at the inlet shifts downward, causing the transition at a lower air flow rate. Similarly, when 0.5 mm diameter bubbles are mixed with 1 mm diameter bubbles, slug bubbles appear at a higher gas flow rate for a fixed liquid flow rate compared with the homogeneous input of 1 mm diameter bubbles. This analysis can be extended further to investigate the effect of polydispersed bubble input at the inlet plane on the void distribution profiles and flow pattern map. It is also clear from the results generated from the simulation that along with the superficial velocities, the bubble diameter is an important parameter for the transition of bubbly flow to slug flow. It is interesting to note that curves a and d, and curves c and e intersect each other, indicating an implicit effect of the inlet bubble size on the transition boundary. Effect of mixing two different bubble sizes cannot


Fig. 7 Effect of bubble size (nonhomogeneous distribution) at the inlet on the flow pattern map
be predicted (even qualitatively) from the logic of linear averaging. The input bubble diameter distribution influences the hydrodynamics in a number of ways. It has got direct effects on the rate of breakage and coalescence as well as on the drag force. The laws governing these phenomena are strongly nonlinear. The regime boundaries depicted in Fig. 7 is a reflection of that fact.

It is a well recognized fact that flow regime transition is not a discrete event. It is more likely that a fully developed bubbly flow transforms into a fully developed slug flow through a gradual change. In this regard the different peaked structures of the voidage distributions in bubbly flow may have a role to play. The present model has been used to investigate this. For a case study, uniform distribution of bubbles of $0.05 D$ has been considered at the inlet plane and the void fraction profile is investigated at 60 D from the inlet. Figure 8 shows the boundary obtained between the wall and core peaking void fraction profiles based on the liquid and gaseous phase flow velocities. To make a comparison with the available void distribution, map results of Serizawa and Kataoka [30], Ohnuki and Akimoto [14], and Lucas et al. [31] are depicted in the same figure. Serizawa and Kataoka [30] proposed a band of flow velocities beyond which a void fraction profile with core peaking changes into a profile with wall peaking. Present results of the simulation falls well in the band proposed by Serizawa and Kataoka [30]. The boundaries proposed by Ohnuki and Akimoto [14] and Lucas et al. [31], though fall within the band, do not match well with the present simulation. In their model, Lucas et al. [31] assumed that the whole bubble mass is divided into three separate bubble groups, whereas in the present simulation 40 subgroups have been considered. This may be one of the reasons in the discrepancy of the results.


Fig. 8 Ranges of wall and core peakings


Fig. 9 Subregimes in the bubbly flow based on the voidage profile

To appreciate further the development of the voidage profile and its effect on the flow regime transition, one may refer to Fig. 9. Here, a line PQ drawn parallel to the abscissa, indicating increasing gas superficial velocities at a constant liquid superficial velocity, is tracked. Point A on this curve indicates a peak very near the wall at a low gas flow rate. With the increase in gas flow rate (point B) the peak shifts away from the wall. With a further increase in gas flow rate (point C), two peaks-one at the pipe center and another near the wall-appears. Subsequent increase in gas superficial velocity (point D) strengthens the core peak while the wall peak disappears. Finally, one gets slug flow by increasing the air velocity further (point E). This also reveals the physics of flow regime transition. Slug flow constitutes of a pseudoperiodic movement of Taylor bubbles and spherical bubble laden liquid slugs through any cross sections. From the above observation it can be said that the formation of the Taylor bubbles is pre-empted by a dense voidage (as well as larger bubbles) at the core of the conduit. This is also supported by experimental observations [32].

Over the years, numerous efforts [ $22,33,34$ ] have been made to predict the bubbly-slug transition criteria for concurrent upflow through a vertical tube. Different dimensional and nondimensional parameters have been selected as the coordinate axes for representing the flow regime boundary on a two dimensional plane. Out of all such efforts the model of Dukler and Taitel [35] is one of the most popular. Based on the argument of maximum packing density of the spherical bubbles, the maximum void fraction has been predicted in this model. While doing so, a uniform distribution of bubbles in an infinite mixture medium has been considered without taking any cognition of the tube wall effect. With a simplifying assumption, the limiting void fraction achieved was $25 \%$. The authors have further used the material conservation and the relationship for slip velocity to obtain the transition criteria in terms of the phase superficial velocities. This is a simple yet elegant derivation, which showed reasonable agreements with a number of experimental results. The idealizations made in the model, namely, one dimensionality and invariance with bubble and tube diameters were essential for obtaining a simple closed form expression as the transition criteria.

It has already been demonstrated that the bubble size influences the transition boundary. Evidence is also available in the literature indicating different flow structure and transition boundaries for different tube diameters. To examine exclusively the effect of the tube diameter on the transition boundary, one needs to conduct experiments with different tube sizes and identical inlet bubble populations. However, such results are readily not available. We have simulated bubbly flow for different conduit diameters ( 25.4 $\mathrm{mm}, 50.8 \mathrm{~mm}$, and 76.2 mm ) with uniform distribution of 2.54 mm diameter bubbles at the inlet. For 25.4 mm and 50.8 mm pipe geometries, 40 grids have been taken in radial direction whereas


Fig. 10 Effect of tube diameter on the void fraction profile at low phase velocities

60 grids have been taken for the 76.2 mm diameter tube. Axial length is kept constant for all the tube diameters at 5 m . All the results depicted in the present paper are taken at a distance of 40 D from the inlet plane. Results are depicted in Figs. 10-12. Void fraction distribution at an air flow rate of $0.1 \mathrm{~m} / \mathrm{s}$ and a liquid flow rate of $1 \mathrm{~m} / \mathrm{s}$ is depicted in Fig. 10 for all the three tube sizes. In all the cases, sharp peak can be visible at the wall of the conduit. At a 25.4 mm diameter the rise of the peak is highest at the vicinity of the wall while the deepest valley is observed at the central region. With the increase in the diameter the peak sharpness decreases, making the voidage profile relatively uniform. The position of the peak near the wall also shifts toward the center of the tube geometry. Results of the void fraction distribution for various tube diameters at higher liquid ( $3 \mathrm{~m} / \mathrm{s}$ ) and air ( $2 \mathrm{~m} / \mathrm{s}$ ) flow rates are depicted in Fig. 11. In all the cases, core peaking is observed. However, the profile becomes flatter with the increase in the tube diameter. The figures bring out the diminishing wall effect on the gaseous phase with the increase in the tube diameter.

As the change in tube diameter causes a change in the voidage profile, it is not unwise to expect that the tube diameters may have an effect on the flow regime transition. Flow regime boundary has been constructed using the present simulation for the three different tube diameters, as shown in Fig. 12. There is a distinct upward shift of the transition line with the increase in the conduit size. The data available for the 25.4 mm [18] and 50.8 mm [22] tube diameters exhibit reasonable agreement with the simulation results.


Fig. 11 Effect of tube diameter on the void fraction profile at high phase velocities


Fig. 12 Bubbly to slug transition boundary for different tube diameters

## 3 Conclusion

A two fluid model along with a population balance technique [13] has been employed for an in depth study of the hydrodynamics of the bubbly flow in a vertical conduit. The observations are reported in two papers. In the present paper, the distribution of the dispersed phase in radial plane and the effect of the inlet bubble size and tube diameter on the transition to slug flow have been investigated in details. The salient observations are enumerated below as follows:

1. The capability of the model for predicting different peaked structures of the void distribution in the bubbly flow has been demonstrated. A regime map has been constructed, showing near wall, wall, two, and core peaks with a gradual increase in the superficial gas velocity. This diagram makes a clear demonstration of the formation of slug flow from a core peak rich in gas concentration.
2. The model has convincingly demonstrated that the phase superficial velocities are not the sole parameters to dictate the transition of the flow regimes. The inlet bubble size plays a crucial role in the axial development of the bubbly flow and its transition to slug flow. When uniform sized bubbles are introduced at the inlet, the regime boundary experiences an upward shift with a decrease in the bubble size.
3. When bubbles of different sizes are considered at the inlet plane, the shift in regime boundary becomes complex, as can be seen from Fig. 7. The crossover between the different regime boundaries probably indicates a change in the bubble hydrodynamics at various ranges of the phase velocities.
4. Present simulation also depicts that the tube diameter has an influence on both the void distribution and transition boundary.

The present paper (along with the companion paper [13]) establishes the strength of the CFD technique in the simulation of complex two-phase hydrodynamics. Though the simulation is based on an averaged formulation and uses no special model for turbulence, the results agree well with experimental data taken from a diverse source. The simulation brings out a better physical picture of the bubbly flow, which was hitherto impossible through control volume based or one dimensional model. Though there is a scope for the improvisation of the model, the need for new experimental data for its validation cannot be overlooked.
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# Analytical Solution for Newtonian Laminar Flow Through the Concave and Convex Ducts 
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In this paper, the motion equation for steady state, laminar, fully developed flow of Newtonian fluid through the concave and convex ducts has been solved both numerically and analytically. These cross sections can be formed due to the sedimentation of heavy components such as sand, wax, debris, and corrosion products in pipe flows. The influence of duct cross section on dimensionless velocity profile, dimensionless pressure drop, and friction factor has been reported. Finally based on the analytical solutions three new correlations have been proposed for the product of Reynolds number and Fanning friction factor ( $C_{f} R e$ ) for these geometries. [DOI: 10.1115/1.3184026]

Keywords: analytical, numerical, Newtonian, concave, convex, noncircular passage, Fanning friction factor, sedimentation

## 1 Introduction

A range of noncircular duct configurations is employed for internal flow and heat transfer applications in chemical, petroleum, pharmaceutical, food, and plastics industries. It is of great practical interest to be able to predict the pressure drop and heat transfer characteristics of fluid flows in different duct geometries. One of the applications of fluid flow in irregular ducts is in the piping systems that encountered with sedimentation, and most fluid flows in environmental and industrial applications are directly influenced by sediment. Sediment transport is important to river, shoreline, and harbor projects in piping systems. It can cause to form geometric domains that are far from ideal in shape. It is not difficult to imagine subsea pipelines blocked by accumulated wax or by hydrate plugs, bundled pipes with debris settlement, or heavily clogged cross sections with grease or hard water scaling (Fig. 1) [1]. Few exact solutions are available only for simple fluid models and circular pipe cross sections. Many attempts were made in modeling Newtonian and non-Newtonian fluids in various noncircular cross sectional ducts, which most of them are numerical or experimental. Several investigations have been reported for flow characteristics in trapezoidal cross section [2-4], in rectangular cross section [5-7], non-Newtonian fluid flow through triangular channels [8,9], friction factor, pressure drop, and Nusselt number of Newtonian fluid flowing in ducts of arbitrary cross sections [10], and an approximate solution for determining the pressure drop in microchannels of arbitrary cross section [11].

Here we focused on analytical solution for laminar fully developed Newtonian fluid flow through a family of noncircular passage with concave and convex cross sections, which is selected

[^12]for the solid buildup boundary family of curves, since some of solids such as wax surfaces are expected to be more curved than flat and this buildup increases with time.

## 2 Mathematical Modeling

### 2.1 Analytical Solution

2.1.1 Velocity Profile. Figure 2(a) shows cross section of three different noncircular horizontal ducts. The appropriate coordinate system for solving the flow problem in this case is the well-known bipolar coordinate system. Coordinate $\varphi$ represents the view angle of the two poles from an arbitrary point in the flow domain, and coordinate $\xi$ relates to the ratio of the radius vectors $r_{1}$ and $r_{2}, \xi$ $=\ln \left(r_{1} / r_{2}\right)$, where $r_{1}$ and $r_{2}$, as illustrated in Fig. 2(b), are distances of arbitrary point to two poles. The transformation functions for Cartesian and bipolar coordinates are [12] as follows:

$$
x=\frac{R \sin \varphi_{1} \sinh \xi}{\cosh \xi-\cos \varphi}, \quad y=\frac{R \sin \varphi_{1} \sin \xi}{\cosh \xi-\cos \varphi}
$$

For steady state, laminar, and fully developed Newtonian fluid flow, while all body forces are negligible the motion equation can be simplified as follows [13]:

$$
\begin{equation*}
\left[\frac{\cosh \xi-\cos \varphi}{\sin \varphi_{1}}\right]^{2}\left(\frac{\partial^{2} v^{*}}{\partial \varphi^{2}}+\frac{\partial^{2} v^{*}}{\partial \xi^{2}}\right)=-4 \tag{1}
\end{equation*}
$$

where the velocity has been nondimensionalized by the maximum velocity of Newtonian fluid flow through the pipe $\left(v_{\max }\right.$ $\left.=\left(R^{2} / 4 \mu\right)(d p / d z)\right)$. No-slip condition on boundaries can be defined as follows:

$$
\begin{equation*}
\left.v^{*}\right|_{\varphi_{1}}=\left.v^{*}\right|_{\varphi_{2}}=\left.v^{*}\right|_{\xi= \pm \infty}=0 \tag{2}
\end{equation*}
$$

where $\varphi_{2}$ is the bottom wall angle (Fig. 2(a)). Equation (1) is nonhomogeneous, so the general solution of dimensionless velocity profile $v^{*}$ is composed of particular solution $v^{* p}$ and the homogeneous solution $v^{* h}$ :

$$
\begin{equation*}
v^{*}=v^{* h}+v^{* p} \tag{3}
\end{equation*}
$$

The velocity profile of Newtonian fluid through the circular pipe is used as a particular solution. Therefore the particular solution $v^{* p}$ in the bipolar coordinate is [15]

$$
\begin{equation*}
v^{* p}=\frac{2 \sin \left(\varphi-\varphi_{1}\right) \sin \left(\varphi_{1}\right)}{(\cosh \xi-\cos \varphi)} \tag{4}
\end{equation*}
$$

By substituting the particular solution into Eq. (1), the following homogeneous equation can be obtained:

$$
\begin{equation*}
\frac{\partial^{2} v^{* h}}{\partial \varphi^{2}}+\frac{\partial^{2} v^{* h}}{\partial \xi^{2}}=0 \tag{5}
\end{equation*}
$$

And for boundary conditions, we have

$$
\begin{gather*}
\left.v^{* h}\right|_{\varphi=\varphi_{1}}=0  \tag{6}\\
\left.v^{* h}\right|_{\xi= \pm \infty}=0  \tag{7}\\
\left.v^{* h}\right|_{\varphi=\varphi_{2}}+\frac{2 \sin \left(\varphi_{2}-\varphi_{1}\right) \sin \left(\varphi_{1}\right)}{\left(\cosh \xi-\cos \varphi_{2}\right)}=0 \tag{8}
\end{gather*}
$$

The homogeneous solution $v^{h}$ can be obtained by using Fourier integral method [14]:

$$
\begin{equation*}
v^{* h}=\int_{0}^{\infty} \phi(\omega) \sinh \left[\omega\left(\varphi-\varphi_{1}\right)\right] \cos (\omega \xi) d \omega \tag{9}
\end{equation*}
$$

Obviously this solution satisfies Eqs. (5) and (6). Equation (7) is an underlying requirement for the legitimate use of Fourier integral in obtaining the solution. By substituting Eq. (9) into Eq. (8) we have


Fig. 1 Schematic descriptions of (a) flow passage cross section and (b) bipolar coordinate

$$
\begin{equation*}
\int_{0}^{\infty} \phi^{*}(\omega) \sinh \left[\omega\left(\varphi_{2}-\varphi_{1}\right)\right] \cos (\omega \xi) d \omega+\frac{2 \sin \left(\varphi_{2}-\varphi_{1}\right) \sin \left(\varphi_{1}\right)}{\left(\cosh \xi-\cos \varphi_{2}\right)}=0 \tag{10}
\end{equation*}
$$

This can be simplified to

$$
\begin{equation*}
\int_{0}^{\infty} \widetilde{\phi}(\omega) \cos (\omega \xi) d \omega=1 \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
\widetilde{\phi}(\omega)=\frac{\phi(\omega)^{*} \sinh \left[\omega\left(\varphi_{2}-\varphi_{1}\right)\right]}{K^{*}}, \quad K^{*}=-\frac{2 \sin \left(\varphi_{2}-\varphi_{1}\right) \sin \left(\varphi_{1}\right)}{\left(\cosh \xi-\cos \varphi_{2}\right)} \tag{12}
\end{equation*}
$$

To calculate the spectral function $\widetilde{\phi}(\omega)$ for curved bottom $\left(\varphi_{2}\right.$ $\neq \pi)$, the following definite integral is used [12]:


Fig. 2 Some examples of the clogged pipe: (a) mud sediment in pipes, (b) clogged pipe with grease, (c) fouling in heat exchangers, and (d) deposit of the sludge pipe [2]

$$
\begin{equation*}
\int_{0}^{\infty} \frac{-2 \sinh [(\varphi-\pi) \omega](\cosh \xi-\cos \varphi)}{\sin \varphi \sinh (\omega \pi)} \cos (\omega \xi) d \omega=1 \tag{13}
\end{equation*}
$$

which for the special case of flat bottom $\left(\varphi_{2}=\pi\right)$ :

$$
\begin{equation*}
\int_{0}^{\infty} \frac{2 \omega(\cosh \xi-\cos \varphi)}{\sinh (\pi \omega)} \cos (\omega \xi) d \omega=1 \tag{14}
\end{equation*}
$$

While the bottom is convex or concave ( $\varphi_{2} \neq \pi$ ), by comparing Eq. (11) with Eqs. (13) and (14), the nondimensionalized spectral function can be derived as follows:

$$
\begin{equation*}
\phi^{*}(\omega)=-\frac{2 K^{*} \sinh \left[\omega\left(\varphi_{2}-\pi\right)\right]\left(\cosh \xi-\cos \varphi_{2}\right)}{\sin \varphi_{2} \sinh (\pi \omega) \sinh \left[\omega\left(\varphi_{2}-\varphi_{1}\right)\right]} \tag{15}
\end{equation*}
$$

and for plane bottom $\left(\varphi_{2}=\pi\right)$,

$$
\begin{equation*}
\phi^{*}(\omega)=\frac{2 K^{*} \omega(1+\cosh \xi)}{\sinh (\pi \omega) \sinh \left[\omega\left(\pi-\varphi_{1}\right)\right]} \tag{16}
\end{equation*}
$$

Finally the dimensionless velocity distribution can be obtained:

$$
\begin{align*}
v^{*}(\xi, \varphi)= & \int_{0}^{\infty} \phi^{*}(\omega) \sinh \left[\omega\left(\varphi-\varphi_{1}\right)\right] \cos (\omega \xi) d \omega \\
& +2 \sin \left(\varphi_{1}\right) \frac{\sin \left(\varphi-\varphi_{1}\right)}{(\cosh \xi-\cos \varphi)} \tag{17}
\end{align*}
$$

2.1.2 Pressure Drop. The corresponding flow rates of fluid can be obtained by integrating the velocity over the flow area; to calculate the pressure drop, the flow rate is assumed to be equal to the flow rate of Newtonian flow in the circular cross section duct:

$$
\begin{align*}
Q & =\int_{-\infty}^{\infty} \int_{\varphi_{1}}^{\varphi_{2}} v(\xi, \varphi)\left(\frac{R \sin \varphi_{1}}{\cosh \xi-\cos \varphi}\right)^{2} d \varphi d \xi \\
& =\frac{R^{4} \sin ^{2} \varphi_{1}}{4 \mu} \frac{d p}{d z} F\left(\varphi_{1}, \varphi_{2}\right) \tag{18}
\end{align*}
$$

where

$$
\begin{equation*}
F\left(\varphi_{1}, \varphi_{2}\right)=\int_{-\infty}^{+\infty} \int_{\varphi_{1}}^{\varphi_{2}} \frac{v^{*}(\xi, \varphi)}{(\cosh \xi-\cos \varphi)^{2}} d \varphi d \xi \tag{19}
\end{equation*}
$$

The flow pressure drop through the noncircular ducts can be calculated from Eq. (18):

$$
\begin{equation*}
\frac{d p}{d z}=\frac{4 \mu Q}{R^{4} \sin ^{2} \varphi_{1}} F\left(\varphi_{1}, \varphi_{2}\right) \tag{20}
\end{equation*}
$$

The pressure gradient, Eq. (20), can be nondimensionalized with Hagen-Poiseuille relationship for the pressure drop of Newtonian fluid flow through the pipes:

$$
\begin{equation*}
\frac{d p^{*}}{d z}=\frac{\left(\frac{d p}{d z}\right)}{\left(\frac{d p}{d z}\right)_{\text {pipe }}}=\frac{\pi}{2 \sin ^{2}\left(\varphi_{1}\right) F\left(\varphi_{1}, \varphi_{2}\right)} \tag{21}
\end{equation*}
$$

2.1.3 Friction Factor Calculation. Once the problem is solved for the velocity profile, the local shear stress can be derived, the pipe walls are described by surfaces where $\varphi=$ const, or in other words in the bipolar coordinate system, this boundary is isolines of coordinate $\varphi[14,15]$, hence the shear stress can be calculated as

$$
\begin{equation*}
\tau_{\varphi z}^{*}=\frac{1}{2}\left(\frac{\cosh \xi-\cos \varphi}{\sin \varphi_{1}}\right) \frac{\partial v^{*}(\xi, \varphi)}{\partial \varphi} \tag{22}
\end{equation*}
$$

where the shear stress is nondimensionalized by $(R / 2)(d p / d z)$. By substituting the dimensionless velocity derivative, the following can be obtained:

$$
\begin{align*}
\tau_{\varphi z}^{*}= & \cos \left(\varphi-\varphi_{1}\right)-\frac{\sin \varphi \sin \left(\varphi-\varphi_{1}\right)}{\cosh \xi-\cos \varphi} \\
& +\frac{\cosh \xi-\cos \varphi}{2 \sin \varphi_{1}} \int_{0}^{\infty} \varphi(\omega) \omega \cosh \left[\omega\left(\varphi-\varphi_{1}\right)\right] d \omega \tag{23}
\end{align*}
$$

Then the friction factor, which is one of the most important characteristics in fluid flows, can be calculated. The definition of Fanning friction factor is [13] as follows:

$$
\begin{equation*}
C_{f} \operatorname{Re}=4\left(\frac{\bar{\tau}_{w}^{*}}{\bar{v}^{*}}\right)\left(\frac{D_{h}}{R}\right) \tag{24}
\end{equation*}
$$

Here $\vec{\tau}_{w}^{*}$ and $\bar{v}^{*}$ are the average dimensionless wall shear stress and average dimensionless velocity, respectively, and can be obtained as follows:

$$
\begin{align*}
\bar{\tau}_{w}^{*}= & \frac{1}{P}\left[\int_{-\infty}^{+\infty} \tau_{\varphi z}^{*}\left(\xi, \varphi_{1}\right)\left(\frac{R \sin \varphi_{1}}{\cosh \xi-\cos \varphi_{1}}\right) d \xi\right. \\
& \left.+\int_{-\infty}^{+\infty} \tau_{\varphi z}^{*}\left(\xi, \varphi_{2}\right)\left(\frac{R \sin \varphi_{1}}{\cosh \xi-\cos \varphi_{2}}\right) d \xi\right]  \tag{25}\\
\bar{v}^{*}= & \frac{1}{A} \int_{-\infty}^{+\infty} \int_{\varphi_{1}}^{\varphi_{2}} v^{*}(\xi, \varphi)\left(\frac{R \sin \varphi_{1}}{\cosh \xi-\cos \varphi}\right)^{2} d \varphi d \xi \tag{26}
\end{align*}
$$

where $A$ and $P$ are the area and the perimeter of the duct cross section, respectively. By substituting Eqs. (25) and (26) into Eq. (24), it yields the following:

$$
\begin{equation*}
C_{f} \operatorname{Re}=\left(\frac{D_{h}^{2}}{R}\right)\left(\frac{\int_{-\infty}^{+\infty} \tau_{\varphi_{z}}^{*}\left(\xi, \varphi_{1}\right)\left(\frac{R \sin \varphi_{1}}{\cosh \xi-\cos \varphi}\right) d \xi+\int_{-\infty}^{+\infty} \tau_{\varphi z}^{*}\left(\xi, \varphi_{2}\right)\left(\frac{R \sin \varphi_{1}}{\cosh \xi-\cos \varphi}\right) d \xi}{\int_{-\infty}^{+\infty} \int_{\varphi_{1}}^{\varphi_{2}} v^{*}(\xi, \varphi)\left(\frac{R \sin \varphi_{1}}{\cosh \xi-\cos \varphi}\right)^{2} d \varphi d \xi}\right) \tag{27}
\end{equation*}
$$

For flat bottom $\left(\varphi_{2}=\pi\right)$, the hydraulic diameter can be calculated as follows:

$$
\begin{equation*}
D_{h}=\frac{2 R\left[\pi-\varphi_{1}+1 / 2 \sin \left(2 \varphi_{1}\right)\right]}{\pi-\varphi_{1}+\sin \left(\varphi_{1}\right)} \tag{28}
\end{equation*}
$$

and for curved bottom $\left(\varphi_{2} \neq \pi\right)$,

$$
\begin{equation*}
D_{h}=\frac{2 R\left(\pi-\varphi_{1}+\frac{1}{2} \sin \left(2 \varphi_{1}\right)-\left(\frac{\sin \varphi_{1}}{\sin \varphi_{2}}\right)^{2}\left(\pi-\varphi_{2}+\frac{1}{2} \sin \left(2 \varphi_{2}\right)\right)\right)}{\pi-\varphi_{1}+\left(\pi-\varphi_{2}\right) \frac{\sin \varphi_{1}}{\sin \varphi_{2}}} \tag{29}
\end{equation*}
$$

2.2 Numerical Solution. In this section, to recheck the results of the analytical solution because of insufficiency of related established results for more validation of obtained analytical results, the momentum equation is solved numerically with finite element method (FEM). The momentum equation is preferred to be solved in the Cartesian coordinate system, which, by considering the mentioned assumptions in analytical solution, can be simplified as follows:

$$
\begin{equation*}
\frac{\partial \tau_{z x}}{\partial x}+\frac{\partial \tau_{z y}}{\partial y}+\frac{d p}{d z}=0 \tag{30}
\end{equation*}
$$

The nondimensional form of the motion equation (Eq. (30)) for Newtonian fluid is as follows:

$$
\begin{equation*}
\frac{\partial}{\partial x^{*}}\left(\frac{\partial v^{*}}{\partial x^{*}}\right)+\frac{\partial}{\partial y^{*}}\left(\frac{\partial v^{*}}{\partial x^{*}}\right)=-16 \tag{31}
\end{equation*}
$$

where

$$
\begin{equation*}
v^{*}=\frac{v}{\frac{R^{2}}{4 \mu} \frac{d p}{d z}}, \quad x^{*}=\frac{x}{D}, \quad y^{*}=\frac{y}{D} \tag{32}
\end{equation*}
$$

The top and bottom walls are subjected to no-slip condition.

## 3 Results and Discussion

Figures 3 and 4 show the comparison of dimensionless velocity profile that is obtained from numerical and analytical solutions for two different cross sections ( $\varphi_{1}=\pi / 3$ and $\varphi_{2}=\pi$ and semicircular cross section duct $\varphi_{1}=\pi / 2$ and $\left.\varphi_{2}=\pi\right)$ as expected by increasing $\xi$ (Fig. 4); the velocity approaches zero in the vicinity of the wall.


Fig. 3 Comparison of numerical and analytical dimensionless velocity profiles for the case of the semicircle cross section ( $\varphi_{1}=\pi / 2$ and $\left.\varphi_{2}=\pi\right)$ at $\xi=0$ (along the meridian)


Fig. 4 Comparison of numerical and analytical solutions for the dimensionless velocity profile at $\varphi=2 \pi / 3$ with cross section specification: $\varphi_{1}=\pi / 3$ and $\varphi_{2}=\pi$

The analytical and numerical results illustrate a good agreement. Figure 5 shows the comparison of numerical and analytical solutions for dimensionless axial velocity profile in different cross section ducts (concave, plane, and convex); as is distinct they are also in good agreement with the analytical solution (less than $0.8 \%$ of error on the average). As well, the results show that by increasing the concavity the velocity promotes and it decreases by changing the lower wall shape to convexity. Figure 6 depicts the axial nondimensional velocity profile variation with $\xi$; as expected the maximum dimensionless velocity occurs at $\xi=0$ and the velocity decreases by increasing $\xi$ and finally it approaches zero and indeed it validates the no-slip boundary condition at poles.

Figure 7 illustrates the dimensionless pressure drop versus duct aspect ratio $(h / D)$ in different cross section shapes. The duct aspect ratio $(h / D)$ can be related to $\varphi_{1}$ and $\varphi_{2}$ as follows:


Fig. 5 Comparison of numerical and analytical solutions for various duct cross sections due to different bottom wall shapes: $\varphi_{1}=\pi / 3$ and $\xi=0$


Fig. 6 Velocity variation with $\xi$ for different upper wall shapes, $\varphi_{2}=2 \pi / 3$

$$
\begin{equation*}
\frac{h}{D}=-0.5\left(\frac{\sin \varphi_{1} \sin \varphi_{2}}{1-\cos \varphi_{2}}-\frac{\sin \varphi_{1}}{\tan \frac{\varphi_{1}}{2}}\right) \tag{33}
\end{equation*}
$$

Obviously while the duct aspect ratio is equal to 1 (circular cross section) the dimensionless pressure drop approaches 1, and the reduction in aspect ratio (decreasing flow area) for a given flow rate affects an increase in the pressure drop and this promotion is more noticeable for the concave lower wall. $20 \%$ irregularity in the cross section $(h / D=0.8)$ for the case of $\varphi_{2}=2 \pi / 3$ compared to a circular cross section causes an approximately $30 \%$ increase in pressure drop, which is important in analyzing the pressure drop of the flow through the clogged pipe.

The product of Reynolds number and Fanning friction factor ( $C_{f} \mathrm{Re}$ ) can be obtained for different cross sections by using Eq. (27). For the special case of a circular cross section $\left(\varphi_{1}=0\right) C_{f} \operatorname{Re}$ equals to 16 and for the case of semicircle ducts $\left(\varphi_{1}=\pi / 2\right.$ and $\left.\varphi_{2}=\pi\right)$ the product of Reynolds number and Fanning friction factor $\left(C_{f} \mathrm{Re}\right)$ is calculated to be 15.768891 , which matches well with the reported numerical solution $\left(C_{f} \mathrm{Re}=15.768832\right)$ [16]. Tables 1 and 2 illustrate the product of Reynolds number and Fanning friction factor $\left(C_{f} \mathrm{Re}\right)$ for some of these cross sections. While the upper wall view angle $\left(\varphi_{1}\right)$ of flat bottom ducts $\left(\varphi_{2}\right.$


Fig. 7 Variation in the dimensionless pressure drop with aspect ratio $(h / D)$ for various duct cross sections (different $\varphi_{1}$ and $\varphi_{2}$ )

Table $1 \quad C_{f}$ Re for some of duct cross section with plane bottom ( $\varphi_{2}=\pi$ )

| Cross Section Shape | $\varphi_{1}$ | C $_{f} R \mathbf{l}$ |
| :--- | :--- | :--- |

$=\pi$ ) approaches $\pi$ (Table 1), the product of Reynolds number and Fanning friction factor ( $C_{f} \mathrm{Re}$ ) tends to the value for the two parallel plates that equals to 24 .
Due to the complexity of analytically solving the integrals into Eq. (27), two simple correlations for calculating the Fanning friction factor for the Newtonian fluid flow through the ducts with an irregular cross section are proposed, which is applied by process designers and analyzers. For the case of the lower plane wall $\left(\varphi_{2}=\pi\right)$,

$$
\begin{equation*}
C_{f} \operatorname{Re}=16\left(1+\sum_{n=1}^{8} a_{n} \varphi_{1}^{n}\right) \tag{34}
\end{equation*}
$$

and for the curved bottom wall $\left(\varphi_{2} \neq \pi\right)$,

$$
\begin{equation*}
C_{f} \operatorname{Re}=16\left(1+\sum_{n=1}^{3} a_{n} \varphi_{1}^{n}+\varphi_{1} \varphi_{2}\left(a_{4}+a_{5} \varphi_{2}+a_{6} \varphi_{1}\right)\right) \tag{35}
\end{equation*}
$$

Table 3 shows all coefficients of Eqs. (34) and (35). In other words, we have proposed two geometry correction factors that can convert the product of Reynolds number and Fanning friction factor $\left(C_{f} \mathrm{Re}\right)$ for the laminar flow through the pipes to the laminar flow through the concave and convex ducts. Figure 8 depicts the correlation (Eqs. (34) and (35)) accuracy with respect to analytical solution results; as seen, they are in very good agreement.

## 4 Conclusion

An analytical study was carried out to calculate the velocity profile, pressure drop, and friction factor of steady state, laminar,

Table $2 C_{f}$ Re for some of duct cross section with concave ( $\varphi_{2}>\pi$ ) and convex ( $\varphi_{2}<\pi$ ) bottoms

| Cross Section Shape | $\varphi_{1}$ | $\varphi_{2}$ | $\mathrm{Cr}_{\text {fre }}$ |
| :---: | :---: | :---: | :---: |
| $\hat{c}_{1}$ | $\frac{3 \pi}{4}$ | $\frac{7 \pi}{6}$ | 11.9343 |
|  | $\frac{\pi}{2}$ | $\frac{7 \pi}{6}$ | 15.0948 |
|  | $\frac{\pi}{2}$ | $\frac{4 \pi}{3}$ | 14.3730 |
|  | $\frac{\pi}{3}$ | $\frac{7 \pi}{6}$ | 15.7672 |
|  | $\frac{\pi}{6}$ | $\frac{11 \pi}{10}$ | 15.9802 |
| $\mathscr{C = \phi _ { 2 }}$ | $\frac{3 \pi}{4}$ | $\frac{5 \pi}{6}$ | 5.4775 |
| $8$ | $\frac{\pi}{2}$ | $\frac{5 \pi}{6}$ | 13.3243 |
| $\% \varphi_{2}$ | $\frac{\pi}{2}$ | $\frac{2 \pi}{3}$ | 6.4044 |
| $\sqrt{4}+\frac{1}{4}+\frac{1}{2}$ | $\frac{\pi}{3}$ | $\frac{2 \pi}{3}$ | 11.4158 |
| $\substack{n_{1} \\ \vdots \\-p_{2}-1}$ | $\frac{\pi}{6}$ | $\frac{4 \pi}{5}$ | 15.4084 |
| $\sqrt{i}$ | $\frac{\pi}{6}$ | $\frac{\pi}{5}$ | 5.4581 |

and fully developed flow of Newtonian fluid through the concave and convex ducts. The analytical solution has been validated by the numerical solution of the simplified motion equation with above mentioned assumptions. The results show that the dimensionless velocity profiles are in good agreement with the analytical solution. As a result, by increasing the concavity of the lower wall for a given upper wall angle, the velocity profile increases and by increasing the lower wall convexity the velocity decreases. The product of Reynolds number and Fanning friction factor ( $C_{f} \mathrm{Re}$ ) has been calculated for the different duct geometries, which for the special case of a circular cross section $\left(\varphi_{1}=0\right)$ $C_{f} \operatorname{Re}$ equals to 16 and by increasing the upper wall view angle $\left(\varphi_{1} \rightarrow \pi\right)$ for flat bottom ducts, the results show that $C_{f}$ Re approaches 24 , which is the $C_{f} \mathrm{Re}$ value for the two parallel plates. For simple application of this work, three analytical based correlations have been proposed for three different cross sections (flat, concave, and convex bottom). The prediction of correlations has good accuracy with respect to analytical solution results.

## Nomenclature

$A=$ flow area
$C_{f}=$ Fanning friction factor
$D=$ pipe diameter
$D_{h}=$ hydraulic diameter
$F=$ defined by Eq. (19)
$h=$ duct height
$L=$ pipe length
$p=$ pressure
$P=$ perimeter of the duct
$Q=$ flow rate

Table 3 Coefficients of Eqs. (34) and (35)

|  | $a$ |  |  |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |  |
| $\varphi_{2}=\pi$ | -0.180 | 1.576 | -4.970 | 7.467 | -6.021 | 2.673 | -0.616 | 0.057 |  |
| $\varphi_{2}<\pi$ | -2.170 | -0.216 | -0.096 | 1.449 | -0.252 | 0.136 | - | - |  |
| $\varphi_{2}>\pi$ | 0.191 | 0.356 | 0.003 | -0.200 | 0.043 | -0.112 | - | - |  |


| $R$ | $=$ pipe radius |
| ---: | :--- |
| $\operatorname{Re}$ | $=$ Reynolds number |
| $v$ | $=$ velocity |
| $x$ | $=$ related to the Cartesian coordinate |
| $y$ | $=$ related to the Cartesian coordinate |
| $Y$ | $=$ distance from the bottom wall |
| $z$ | $=$ axial direction |

## Greek Symbols

$\mu=$ dynamic viscosity
$\xi=$ ratio of the radius vectors in the bipolar coordinate
$\rho=$ density
$\tau=$ stress
$\varphi=$ view angle of the interface in the bipolar coordinate

## Subscripts

$$
\begin{aligned}
1 & =\text { upper wall } \\
2 & =\text { bottom wall } \\
\max & =\text { maximum }
\end{aligned}
$$

## Superscripts

$$
*=\text { dimensionless property }
$$



Fig. 8 Comparison of analytical solution and correlation results for $C_{f} \mathrm{Re}$

$$
\begin{aligned}
& -=\text { average value } \\
& h=\text { homogeneous } \\
& p=\text { particular }
\end{aligned}
$$
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